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Abstract. Changes in the stratosphere-troposphere exchange (STE) of ozone over the last few decades have altered the tropospheric ozone abundance, and are likely to continue doing so in coming century as climate changes. Combining an updated linearized stratospheric ozone chemistry (Linoz v2) with parameterized Polar Stratospheric Clouds (PSCs) chemistry, a five-year (2001-2005) sequence of European Centre for Medium-Range Weather Forecasts (ECMWF) meteorology data, and the UCI chemistry transport model (CTM), we examine variations in STE O$_3$ flux and how it perturbs tropospheric O$_3$. Our estimate for the current STE ozone flux is 290 Tg/yr in the Northern Hemisphere (NH) and 225 Tg/yr in the Southern Hemisphere (SH). The 2001-2005 interannual rms variability is 25 Tg/year for the NH and 30 Tg/year for the SH. STE drives a seasonal peak-to-peak NH variability in tropospheric ozone of about 7-8 DU. Of the interannual STE variance, 20% and 45% can be explained by the quasi-biennial oscillation (QBO) in the NH and SH respectively. The CTM matches the observed QBO variations in total column ozone and STE O$_3$ flux shows negative anomalies over the mid-latitudes during the easterly phases of the QBO. When the observed column ozone depletion from 1979 to 2004 is modeled with Linoz v2, we predict STE reductions of at most 10% in NH, corresponding to a mean decrease of 1 ppb in tropospheric O$_3$. 
1. Introduction

Scientific efforts to understand the trends and variations in ozone observed over the past few decades have demonstrated the role of both photochemical and meteorological factors in driving stratospheric ozone change (e.g., Randel and Wu, 2007; Stolarski et al., 2006, Salawitch et al., 2005). It has been proposed that these stratospheric changes have altered the tropospheric ozone burden over the past few decades (Fusco and Logan, 2003) and will continue to affect it in the future (Sudo et al., 2003). This paper presents a series of highly constrained modeling experiments that capture the observed trends and variations in stratospheric ozone and diagnose the corresponding changes in the stratosphere-to-troposphere flux of ozone. We are thus able to better understand the seasonal, interannual, and decadal trends in tropospheric ozone and the oxidative capacity of the lower atmosphere as driven by the stratosphere.

The coupling of stratospheric and tropospheric ozone with chemistry models or with chemistry-climate models is occurring across the community (Eyring et al., 2005). These full models include a nearly complete set of chemical species and reactions that affect ozone, but are costly to run, and are often difficult to diagnose as to the causative factors of variability. We approach the problem with a simplified chemical model that is focused on simulating the stratosphere-to-troposphere exchange (STE) of ozone: a linearized ozone chemistry (Linoz version 1: McLinden et al., 2000) combined with unique transport diagnostics that quantify the STE ozone flux as a function of time and place (Hsu et al., 2005). The Linoz model is revised (Section 2) to use updated climatologies for background stratospheric composition and current photochemical data (IUPAC, 2004; Sander et al., 2006). Stratospheric ozone simulated with the new Linoz version 2 in the
University of California, Irvine (UCI) Chemistry Transport Model (CTM) driven by Oslo ECMWF Integrated Forecast System (IFS) meteorology data is tested against observed ozone climatology (Section 3). The seasonal and interannual relationship between stratospheric ozone, STE ozone flux, and tropospheric ozone is derived for a continuous sequence of meteorological fields from January 2000 to December 2005 (Section 4). The extent of the halogen-driven ozone STE decrease since 1979 is derived (Section 5), and we discuss the overall role of the stratosphere in driving tropospheric ozone change (Section 6).

We find that stratosphere alone produces a peak-to-peak seasonal variation in tropospheric column ozone of about 7-8 DU at northern mid-latitudes that parallels the late summer maximum normally attributed to tropospheric photochemistry. The Quasi-Biennial Oscillation (QBO) signature in total column ozone roughly matches that observed, and the QBO signals in STE ozone flux have maximum amplitudes in midlatitudes that are opposite in phase to its midlatitude QBO signal in total column ozone. The observed, post-1979 ozone depletion for the NH can be best simulated in the UCI CTM with a 4K higher threshold activation temperature than the typical 195K threshold for PSC formation. Enhanced background bromine levels are found to have negligible effect on ozone depletion but our PSC chemistry is parameterized for fixed bromine and so only our non-PSC chemistry responds to enhanced Br\textsubscript{y}. The maximum simulated decrease in the STE flux for post-1979 ozone depletion is about 10% in the NH and 22% in the SH. Furthermore, the latitude-season pattern of STE decrease due to ozone depletion is distinctly different from the pattern of change in total column ozone.

2. A linearized stratospheric Ozone Chemistry – Linoz version 2
Linoz is linearized ozone chemistry for stratospheric modeling (McLinden et al., 2000). It calculates the net production of ozone (i.e. production minus loss) as a function of only three independent variables: local ozone concentration, temperature, and overhead column ozone). A zonal mean climatology for these three variables as well as the other key chemical variables such a total odd-nitrogen methane abundance is developed from satellite and other in situ observations. A relatively complete photochemical box model (Prather, 1992) is used to integrate the radicals to a steady-state balance and then compute the net production of ozone. Small perturbations about the chemical climatology are used to calculate the coefficients of the first-order Taylor series expansion of the net production in terms of local ozone mixing ratio ($f$), temperature ($T$), and overhead column ozone ($c$),

\[
\frac{df}{dt} = (P - L)^o + \frac{\partial(P - L)}{\partial f} \bigg|_o (f - f^o) + \frac{\partial(P - L)}{\partial T} \bigg|_o (T - T^o) + \frac{\partial(P - L)}{\partial c} \bigg|_o (c - c^o). \quad (1)
\]

The photochemical tendency for the climatology is denoted by $(P-L)^o$, and the climatology values for the independent variables are denoted by $f^o$, $c^o$, and $T^o$, respectively. Including these four climatology values and the three partial derivatives, Linoz is defined by seven tables. Each table is specified by 216 atmospheric profiles: 12 months by 18 latitudes (85S to 85N). For each profile, quantities are evaluated at every 2 km in pressure altitude from $z^* = 10$ to 58 km ($z^* = 16 \text{ km} \log_{10} (1000/p)$). These tables are automatically remapped onto any CTM grid with the mean vertical properties for each CTM level calculated as the mass-weighted average of the interpolated Linoz profiles. Equation 1 is implemented for the chemical tendency in the CTM.
We adopt the ozone climatology compiled by McPeters et al. (2007) which has improved profiles over the tropics and the SH from recent balloon sonde measurements from the Southern Hemisphere Additional Ozonesondes program. The temperature climatology is unchanged (Nagatani and Rosenfield, 1993). The remaining chemical composition is specified as a climatology scaled to the tropospheric abundance of the long-lived source gases (i.e., $N_2O$, $CH_4$, and the halocarbons) so that it can be changed to reflect a changing atmosphere. This includes climatologies for three chemical families ($NO_y = NO + NO_2 + HNO_3 + ...$; $Cl_y = ClO + HOCl + ClONO_2 + HCl + ...$; $Br_y = Br + BrO + BrONO_2 + ...$). We use $N_2O$ as the primary measure of stratospheric composition and tracer-tracer relations to define the other trace gases. A monthly, latitude-by-height $N_2O$ climatology above 22 km is based on CLAES satellite measurements (Oct 1991 - May 1993, Randel et al., 1994) and below 22 km is constructed from the compact correlation with $O_3$ from the NASA ER-2 in-situ measurements in the lower stratosphere (Strahan et al., 1999). The $CH_4$ and $NO_y$ distributions are obtained using the polynomial fit with respect to $N_2O$ from ATMOS measurements (Michaelsen et al., 1998a; 1998b). The $Cl_y$ climatology assumes conservation of halogens, thus increasing in the stratosphere as the organic source gases (e.g., CFCs, $CH_3CCl_3$, $CCl_4$) are photochemically destroyed (Woodbridge et al., 1995). The $Br_y$ climatology likewise assumes increasing $Br_y$ as the tropospheric bromine source gases (e.g., $CH_3Br$, $CF_2BrCl$, $CF_3Br$) are destroyed (Wamsley et al., 1998). For $Br_y$, we consider a sensitivity case where the tropopause value is increased to 6 ppt to include the relatively large amounts of inorganic bromine ($Br_y$) that may cross the tropopause (Salawitch et al., 2005). Water vapor adopts a lower boundary fixed at 3.65 ppm and follows conservation of potential water ($H_2O + 2xCH_4 = \text{constant}$) throughout
the stratosphere (Nassar et al., 2005). The tracer-tracer correlations are applied with \( \text{N}_2\text{O} \)
scaled to the year of their observed correlations. Normalized distribution patterns for
\( \text{N}_2\text{O}, \text{CH}_4, \text{H}_2\text{O}, \text{NO}_y \) and \( \text{Br}_y \) in January are shown in Fig. 1. Tracer-tracer correlations
derived from the more modern and complete observations yield trace gas distributions
that are much improved compared with the ones used in the older version of Linoz.

Ozone and temperature climatologies, to first order, determine stratospheric photolysis
rates. We adopt a surface reflectivity of 0.3 as an average cloud cover. The photochem-
ical box model is initialized with an approximate balance of species within each of the
chemical families and integrated for 30 days to reach an approximate, diurnally repeating
steady state, whereby the initialization of species within the families is, for the most
part, forgotten. During this integration, the abundance of ozone and long-lived gases
are fixed, and the chemical families are conserved. The net ozone production and three
partial derivatives are evaluated numerically by perturbing the local ozone by +5%, the
overhead column ozone by +5%, and the temperature by +4 K. The second-order terms
in the Taylor expansion (equation 1) are negligible for reasonable perturbations about the
climatology (see Figure 3 of McLinden et al., 2000).

For Linoz version 2, the photochemistry has been updated from the 1997-vintage version
1 to current rate coefficients (Sander et al., 2006) and cross sections (IUPAC, 2004). New
solar fluxes are taken from the average solar irradiance reference spectra derived by the
SUSIM team for two different levels of solar activity (Thuillier et al., 2004). Compared
to Linoz v1, these are 15-20 % larger at wavelengths 177-200 nm, 5-10% larger at 200-300
nm, but relatively unchanged at wavelengths longer than 300 nm. Other notable updates
affecting photolysis rates include the quantum yield of $O(^1D)$ from $O_3$ photolysis and the
$NO_2$ cross sections.

As an example of how the stratospheric chemistry model has evolved since v1, we follow
the chemistry updates using a standard ATMOS profile (May 31, 30N) from previous
models and measurements studies (Prather and Remsberg, 1993). The height profiles
of net ozone production ($P-L$) and its derivatives with respect to ozone, temperature,
and overhead column ozone are shown in Fig. 2. A sequence of six model calculations
are shown with successive updates tracking the change in chemistry from Linoz v1 to
v2. Values generated with the JPL-1997 kinetics rates and cross sections and with the
old solar flux data used for generating Linoz v1 are shown for comparison (JPL97-S3).
Updating the quantum yields and cross sections only (JPL97-S2) has no effect on the three
derivatives and a barely noticeable effect on net production, i.e., a small increase near 40
km. Updating the solar fluxes in addition (JPL97-S1) also has no effect on the derivatives
but causes a large increase in net production throughout the stratosphere above 25 km.
The update to JPL 2000 kinetics (JPL00-S1) causes a notable decrease in the temperature
derivative between 34 and 48 km with an increase in net production from 34 to 44 km and
a decrease below 34 km. Updating the kinetics to JPL 2002 (JPL02-S1) and JPL 2006
(JPL06-S1) has minor effects, with the latter causing a small decrease in net production
about 30 km.

The largest and most extensive changes in the chemical model occur in the net ozone
production and not in the derivatives. The largest change in updating from JPL 1997
to JPL 2000 is caused by the addition of a new branch for the reaction, $OH + ClO \rightarrow
HCl + O_2$. This new pathway weakens the Cl-catalyzed ozone loss and thus results in
an increase in net production peaking around 38 km. The other major change with JPL 2000 kinetics was a stronger NO$_2$-catalyzed ozone loss from the increased kinetic rate for the reaction, NO$_2$ + O $\rightarrow$ NO + O$_2$, and decreased kinetic rate for the reaction, NO$_2$ + OH $\rightarrow$ HNO$_3$. Changes to chemical reaction rates after JPL 2000 have relatively minor effects on the ozone chemistry (outside of PSC conditions).

Linoz v1 considered only non-PSC chemistry and did not include chlorine activation by Polar Stratospheric Clouds (PSCs). Thus, in v1 there was no Antarctic ozone hole and no enhanced Arctic loss during cold winters. In v2, we incorporate the PSC parameterization scheme of Cariolle et al. (1990) when the temperature falls below 195 K and the sun is above the horizon at stratospheric altitudes. The O$_3$ loss scales as the squared stratospheric chlorine loading (normalized by the 1980 level threshold). In this formulation PSC activation invokes a rapid e-fold of O$_3$ based on a photochemical model, but only when the temperature stays below the PSC threshold. It does not consider that the activated chlorine continues to destroy ozone for several days after encountering a PSC (Schoeberl et al., 1993). Recently, Cariolle and Teyssedre (2007) added a cold-tracer to account for this effect. Their new parameterization, which is not used here, will be more important in the Arctic where PSCs are not sustained throughout the winter. In view of this process and the evidence of Cl$_y$ activation on ternary aerosols at warmer temperatures (Thornton et al., 2005), we test another version using a higher PSC-activation temperature of 199K.

Linoz chemical tendencies are applied only in the stratosphere, defined here as CTM grid points for which the O$_3$ abundance is greater than 100 ppb ($10^{-7}$ moles per mole of dry air). These simulations do not include realistic tropospheric ozone chemistry, but instead invoke a parameterized sink that restores O$_3$ to 20 ppb in the lowest 600 m of the troposphere.
with an e-folding time-scale of 2 days (Hsu et al., 2005). The choice of 20 ppb was made
to imitate a more realistic chemistry and produce reasonable tropospheric column $O_3$.
This tropospheric pseudo-chemistry is uniform, and thus variations in tropospheric $O_3$
calculated here are driven entirely by the STE ozone flux. When combining Linoz with
a full tropospheric chemistry model, we simulate a separate Linoz tracer ($O_3S$) and use
it every time step in each grid box to determine if the tropospheric chemistry is invoked
(e.g., $O_3S < 100$ ppb) or if the Linoz net chemical tendencies are used ($O_3S > 100$ ppb).

Using the normalized, monthly 2-D climatologies for stratospheric composition, we cal-
culate five sets of Linoz v2 tables (see Table 1). Linoz-1979 uses the 1979 mean abundances
from REF 1 of Eyring et al. (2005) and represents a stratosphere prior to significant
ozone depletion. With Cl$_y$ levels below the chlorine-loading threshold, PSC-induced loss
is never invoked with Linoz-1979. Linoz-2004 uses year-2004 mean tropospheric abund-
dances (WMO, 2006, Table 1-2) and generates an Antarctic ozone hole. A second pair
of Linoz tables, -1979Br and -2004Br, assume a 6ppt greater background of Br$_y$ through-
out the stratosphere (see Salawitch et al., 2005). We also use the Linoz-2004Br tables
with a warmer PSC threshold of 199K and denote this case as Linoz-2004BrT. Note that
the Linoz tables assume only gas phase chemistry plus some sulfate reactions ($N_2O_5 +$
aerosol, BrONO$_2$ +aerosol) using year 1990 of the SAGE II climatology (Thomason et
al., 1997) for the aerosol surface area. Without very cold, ternary-aerosol chemistry, ClO
levels in the lower stratosphere are always low and the additional background Br$_y$ does
not notably enhance ozone loss.
3. Evaluating Column Ozone with Linoz

To assess the impact of the updated Linoz v2 on stratospheric ozone, we repeat the Linoz v1 simulations of Hsu et al. (2005) with Linoz-2004 and the Oslo/EC meteorology for year 1997 derived from the ECMWF IFS Cycle 23r4. Linoz v1 is known to be biased low in column O$_3$ in the tropics and high in high latitudes (see Fig. 1 of Wild et al., 2003). With Linoz-2004 this bias is mostly eliminated: tropical ozone columns increase by 5-20% for all but the northern winter, and outside of the tropics ozone is reduced by similar percentages for all months except December. In terms of STE, if we run Linoz-2004 tables but turn off the PSC parameterization, the O$_3$ flux increases by 9% from 516 Tg/yr (Linoz v1 tables) to 563 Tg/yr, with greater increases in the SH. The spatial and temporal STE patterns remain roughly the same. Inclusion of the parameterized PSC chemistry with Linoz-2004 reduces the STE ozone fluxes globally by 10%, again with greater response in the SH. The total shift in STE ozone flux from v1 to v2 (Linoz-2004) is +3% in the NH and -7% in the SH. Thus, the changes in the photochemical data and inclusion of a parameterized PSC loss have corrected the prominent biases in Linoz v1 but the total STE ozone flux is only slightly reduced.

Stratospheric column O$_3$ calculated with Linoz-2004 with 1997 ECMWF IFS Cycle23r4 meteorological data are compared with those from observations (McPeters et al., 1997; 2007) in Fig. 3. We show results for both with and without PSC parameterization. For both CTM and observations, the stratosphere is defined as where O$_3$ abundances exceed 100 ppb. The observed climatology compiled by McPeters et al. (2007) is an improvement over the climatology compiled by McPeters et al. (1997), but the changes also reflect the inclusion of more recent years with greater ozone depletion, e.g., a deeper Antarctic ozone...
hole in September and greater Arctic loss in March. From 40S to 40N, the Linoz simulation is excellent, with no obvious biases and errors less than 25 DU. At high latitudes, the PSC parameterization in general improves the Linoz simulations, particularly for the SH ozone hole. However, the model-climatology comparison in Fig. 3 looks bad in polar regions for some months, due in part to the circulation (e.g., the model's seasonal recovery from the Antarctic ozone hole is too rapid) and in part to the observations being extrapolated (e.g., 70-90 N in December). The comparison is also for only one year of EC meteorology and a better comparison of the seasonality in total column O3 is presented in Fig. 4 below.

To study interannual variability we use continuous ECMWF IFS T42L40 meteorological fields from years 2000 through 2005. Year 2000 data are extracted from ECMWF IFS Cycle 23r4 model whereas the rest are extracted from Cycle 29r2 model. We find Cycle 29r2 generates about 20% more STE flux than does version Cycle 23r4 (see below), and this difference is much greater than the interannual variability. Thus, year 2000 meteorological data are only used to spin up the experiments to approach a steady state before continuing with the next five years from January 2001 through December 2005, which are analyzed here. This five-year monthly mean climatology of total column O3, plus the interannual variability defined relative to the five-year mean, are compared with the recent corrected Earth Probe TOMS observations based on NOAA-16 SBUV/2 ozone records as shown in Fig. 4. Note that the missing data for December 2005 are replaced with those from December 2004 for convenience. This CTM simulation with Linoz-2004 captures the general patterns of the observed seasonal cycle and the Antarctic ozone hole with its minimum below 190 DU. At mid and high northern latitudes, total column O3 is well simulated. In the tropics, the minimum (NDJF at 15N) are likewise matched, but the
CTM has a spurious high (310 DU contour) in July at 10N and likewise with 270 DU contour bulging equatorward to 10S in austral summer. Even worse, the circum-Antarctic maximum around 60S is consistently about 60 DU higher than observed. These anomalies do not appear in the previous publications with Linoz v1 using the 1997 and 2000-2001 Cycle 23r4 meteorological data. Using Linoz-2004BrT reduces the total ozone error by 20 DU confined to poleward of 60S and over the spring Arctic vortex. The spurious errors remain evident and large regardless of the chemistry used.

Analysis of the monthly latitude-height ozone profiles from the CTM (not shown) reveals a deep sinking motion near the edge of the Antarctic polar vortex that persists through the seasons and a spurious downward shift of contours in the top model layers at 10N in July and 10S in January. We presume these errors stem from a poorly resolved stratosphere with a top lid in the middle stratosphere (2 hPa). To test this point, we acquired year 2005 using IFS Cycle 29r2 but with much finer vertical resolution, T42L60, in which the whole stratosphere is resolved with layers at most 1.5 km thick from 15 to 0.5 hPa. Linoz-2004 with the T42L60 meteorological data corrects the worst errors seen with the T42L40 meteorological data as shown in Fig. 5, viz, the tropical bubble disappears and the circum-Antarctic high columns now are lower and closer to observations. Unfortunately, the T42L60 data was only available to us for year 2005, and so our analysis of interannual variability continues with the T42L40 data.

Monthly anomalies in zonal-mean total column O$_3$ for years 2001-2005 are shown in Fig. 4c and 4d. In October 2002, the CTM matches the extremely high column anomaly over Antarctica, which was caused by a sudden warming event and the transport of ozone-rich air into the vortex (e.g., Simmons et al., 2005). In general the phases of alternating
high and low anomalies are well captured by the CTM and a two-year QBO-like signal is evident. In spite of the coarsely resolved lower stratosphere, the ECMWF IFS 40-layer model produces a QBO with alternating descending easterlies and westerlies in the stratosphere (not shown). The forecast model is re-initialized with observations every 24 hours and appears to generate a QBO pattern in the lower stratospheric transport.

The magnitude of the modeled equatorial and SH interannual variability in \( O_3 \) column, however, is often twice as large as observed.

To understand the modeled interannual variability and its relation to the STE \( O_3 \) flux, we isolate the QBO signal following the regression procedure of Randel and Wu (1996). A QBO time series is defined by determining the linear combination of the equatorial zonal wind at 20 and 40 hPa that best correlates the equatorial total column \( O_3 \) interannual variability. This time series is then regressed against the time series of total column \( O_3 \) anomalies at all latitudes (Fig 4d). Fig. 6 shows (a) the modeled total column \( O_3 \) anomalies associated with the QBO and (b) the residuals. The QBO signal in total column \( O_3 \) shows large positive (negative) equatorial ozone anomalies during equatorial westerlies (easterlies) as observed. The subtropical QBO signal is correctly out-of-phase with the equatorial signal. However, this signal is more confined to the subtropics than is observed (see Fig. 1 of Randel and Wu, 1996), and the observed 6-month phase lag between the maxima at subtropical and mid latitudes in the two hemispheres is absent. Also unlike earlier observations (e.g. Randel and Cobb 1994), the SH midlatitude QBO signal does not continue into the spring Antartic polar region but directly changes sign before 60S. This points to the possibility that for the coarsely resolved stratosphere of the ECMWF L40 model, the interaction of the annual cycles and the QBO as well as the high-latitude
planetary waves modulated by the QBO (See Baldwin et al., 2001) are completely missing or even misrepresented. The residuals are about the same magnitude as the QBO signal and show a large-scale, low-frequency, coherent structure in the SH that is roughly out of phase with the structure at the equator.

4. STE Ozone Flux and Tropospheric Ozone

Following Hsu et al. (2005), the STE ozone flux is calculated based on the mass balance of each latitude-by-longitude tropospheric ozone column on the CTM grid points. The net STE ozone flux is the residual from three terms computed hourly: the change in tropospheric ozone mass, the flux divergence of tropospheric ozone (i.e. air mass with abundance < 100 ppb) and the parameterized ozone sink in the lowermost layers. In this study, the diagnostic is further improved by using the first moment of the horizontal ozone flux to determine the fraction of the ozone flux being advected to a neighboring CTM box that is tropospheric (i.e. < 100 ppb) whereas in the previous study only the mean abundance of the advective flux is used. This improvement has greatly reduced the overall noise level such as the dipole structures within the Pacific jet stream noted in the previous study. Figure 7 shows the averaged seasonal cycle of STE O₃ fluxes calculated from the CTM simulations with Linoz-2004 from years 2001-2005 (white contour lines) along with the average zonal-mean zonal wind at 200 hPa (shaded contours). Similar to the year 1997 and 2000/2001 results (Figure 10 of Hsu et al., 2005), the STE maximum in the NH occurs just poleward of the tropospheric zonal jet, peaks during late spring and early summer when the zonal jet weakens, and migrates with the subtropical jet up to 45N. In the SH, the STE maximum stays around 30S, does not migrate poleward with the jet in summer, but does peak during austral spring when the jet weakens. However,
the global STE flux is on average 20 % larger than the previous estimates (Hsu et al., 2005) despite the fact that as discussed in Section 3, the global STE flux should be slightly reduced using Linoz-2004 and including the PSC parameterization. The larger magnitude is mostly due to the excessive descent in the Antarctic circumpolar region with the Cyc29r2 L40 fields as already seen in total column ozone discussed above. Indeed, recalculating the STE flux using the ECMWF 2005 Cyc29r2 L60 data, we find that the L40 SH STE flux is about 25 % too large.

The QBOs role in modulating the STE $O_3$ flux is derived with the same method as for total column $O_3$. STE variability attributed to the QBO (Fig. 6c) is small: peak contour intervals in mid-latitudes are +0.20 g m$^{-2}$ yr$^{-1}$ (30S in 2004) as compared with a global average of about 1.2 g m$^{-2}$ yr$^{-1}$ (i.e., 610 Tg per year). These mid-latitude STE QBO signals are out of phase with the mid-latitude total column ozone QBO, and, not surprisingly, there are no QBO signals over the tropics and high latitudes where STE ozone fluxes are negligible. This pattern indicates that the induced sinking part of the overturning circulation in the subtropics during the easterly phase of QBO creates a dynamical condition that disfavors the mixing of the mid-latitude, lower stratospheric ozone into the troposphere. The STE residual field (Fig. 6d) has much larger amplitudes than the QBO signal. In SH both STE and total column $O_3$ residuals show the same low-frequency variability. At 35S, they are positively correlated with a maximum correlation coefficient 0.44 with STE lagging total column ozone residual by 9 months. This relationship is mostly evident between the positive total column ozone anomaly in June 2003 (red patch, Fig. 6b) followed by the positive STE anomaly (red patch, Fig. 6d) in early 2004. However, a
longer data set will be needed to confirm its significance. In the NH, the STE residuals lack coherence and have smaller amplitudes.

Influx of O$_3$ from the stratosphere is a principal component of the tropospheric O$_3$ budget, the others being in situ photochemical production and loss and surface deposition. The amount of tropospheric O$_3$ that can be assigned a stratospheric origin, however, is not well defined. There is a wide range of reported STE fluxes and various accounting methods for tropospheric production and loss (e.g., Prather et al., 2001; Stevenson et al., 2006). In this study, we quantify the variability in tropospheric O$_3$ caused by changes in STE by using a simplified, uniform chemistry in the troposphere, viz, O$_3$ in the lowest 600m is relaxed towards 20 ppb. We diagnose tropospheric column O$_3$ (adopting common usage of TCO for the tropospheric column ozone) hourly as the vertically integrated ozone burden for all CTM layers with abundances less than 100 ppb. Thus, with these simulations, the latitudinal and seasonal variations in TCO (color-filled contours in Fig. 8a) are driven by STE ozone flux (line contours in Fig. 8a). In the NH, the monthly zonal-mean TCO varies from 16 to 26 DU with lowest values in the tropics (where the troposphere is largest). In northern mid-latitudes, the seasonal peak-to-peak range is 8 DU, and although this tends to follow the troposphere mass (i.e., the tropopause peaks in late summer) a large fraction appears to follow the STE ozone flux. This large seasonality is driven without tropospheric chemistry. We expect the TCO to lag the STE by a month (i.e., the tropospheric lifetime of an STE perturbation, see Section 6 for more discussion).

Comparing to the recently observed TCO derived from OMI and MLS measurements (Fig. 6 of Ziemke et al, 2006), our modelled TCO without tropospheric chemistry surprisingly matches the observed latitude-by-month pattern, much better than the comparison
with the full chemistry CTM in Ziemke et al. Our TCO is, however, consistently biased low by about 8 DU over the tropics and wintertime mid-latitudes. Furthermore, we underestimate the magnitude of the buildup to maximum TCO seen at 40N in July and at 30S in November by 18 DU, indicating the importance of tropospheric photochemical net production that is not simulated here. Renormalizing the TCO pattern to the tropospheric mass shows the variation in mean tropospheric ozone abundance (ppb in Fig. 8b).

Here, we see that peak abundances tend to follow the STE ozone flux. Given that the tropospheric parameterization pushes to a uniform mixing ratio, this simulation provides a measure of the seasonality and amplitude of tropospheric O$_3$ variability driven by STE.

5. Ozone Depletion and STE Ozone fluxes

The reduction in STE O$_3$ flux from the halogen-catalyzed depletion of stratospheric O$_3$ is evaluated with different Linoz v2 models. We simulate pre-depletion O$_3$ with Linoz-1979 using the meteorological data for years 2001-2005. For post-depletion, we use the same meteorological data and Linoz-2004. Additional experiments, Linoz-2004Br and Linoz-2004BrT are used to investigate the effect of enhanced bromine background and higher PSC temperature threshold for post-ozone depletion. Because the additional bromine represents a natural tropospheric source, we simulate the pre-depletion ozone, Linoz-1979Br to be paired with the latter experiments. Note that because we have only meteorological data for recent years, this study cannot elucidate the role of changing transport in the observed depletion.

All three Linoz variants (2004 vs 1979, 2004Br vs 1979Br and 2004BrT vs 1979Br) calculate qualitatively similar latitudinal patterns of column O$_3$ depletion as observed in the merged satellite data based on TOMS/SBUV measurements from 1979-2000, e.g.,
maximum NH spring depletion of about 6% per decade in the polar region (Figure 11 of Fioletov et al. 2002). All Linoz simulations show largest depletion in spring and in winter over the polar region of each hemisphere. However, the magnitude of the overall ozone depletion and the difference between the strong spring/winter depletion and the weak fall/summer depletion in the NH, are largely underestimated unless the activation temperature of the PSC parameterization is raised from 195K to 199K. Additional bromine background has only a small effect on further ozone depletion in these calculations compared to Salawitch et al. (2005). As noted before, we speculate that this could be the result of our PSC parameterized loss being independent of bromine level.

Fig. 9 shows the latitude-by-month changes in total column $O_3$ (DU) and STE $O_3$ flux ($g \text{ m}^{-2} \text{ yr}^{-1}$) between Linoz-1979Br and Linoz-2004BrT for the five year average of 2001-2005 meteorology. We can compare the ozone depletion in Fig. 9a directly to the vertically integrated SAGE/sonde stratospheric ozone data over 1979-2005 (Fig. 10 of Randel and Wu, 2007). Overall, the simulations agree with observations, both in shape and magnitude. In the tropics, the difference of about 8 DU in total column $O_3$ relative to the pre-ozone depletion is as large as seen in SAGE/sonde data (Fig. 10a of Randel and Wu, 2007), but disagrees with the equatorial total ozone change of about zero seen in the merged TOMS/SBUV data (Fig. 10b of Randel and Wu, 2007). In our simulation at T42L40, the top layer from 2 to 20 hPa does not accurately cover the diversity in upper stratospheric $O_3$ chemistry whereby chlorine-driven depletion above 3 hPa results in more penetration of solar ultraviolet and hence more $O_3$ production below. Other errors in our simulation include: missing the second maximum in NH ozone depletion during the fall; and simulating Antarctic ozone depletion to be about twice as large as the observed. The
latter discrepancy could be reduced if there were some PSC-induced ozone loss already in 1979, which is not modeled here.

The latitude-month change in the STE ozone flux is quite different from that in total column ozone. For the NH STE change, the difference pattern follows roughly the seasonal pattern in Fig. 7 but with the maximum depletion in summer lagging the seasonal STE maximum by 2 months. The maximum change in the NH STE ozone fluxes is about -0.3 g m$^{-2}$ yr$^{-1}$ (less than 10 % change) and is about twice that obtained when the PSC threshold is lowered to 195 K. The SH STE change pattern does not resemble its seasonal pattern. The maximum decrease, -0.7 g m$^{-2}$ yr$^{-1}$, occurs in the austral summer around 40S with a six month time-lag from the Antarctic ozone hole. Antarctic ozone, primarily in the isolated vortex, requires more time to propagate to the midlatitudes than its NH counterpart.

Fig. 10 shows the seasonal changes in the ozone vertical profiles at NH mid latitudes for all three pairs of experiments. Decreases are most evident near 11-14 km in the lower stratosphere as the peak moves down in height from spring to summer. The annual maximum decrease in the lower stratosphere from Linoz-2004BrT minus its pre-ozone depletion run, Linoz-1979Br, is about 11 %. This trend corresponds to about 8 % per decade for the 1979-1990 period assuming that the total change in ozone between 1979 and 2004 is about 1.4 times the linear trend values for 1979-1990 (as stated in Randel and Wu, 2007). It is comparable to the about 7.3 % per decade estimates for a similar period (Randel et al., 1999) but is much smaller than the 30 % decrease, estimate from 1970s to mid 1990s reported in Fusco and Logan (2003). With Linoz-2004Br minus Linoz-1979Br, the net ozone depletion is at most 5 %. The relatively uniform and weak decrease in the
NH winter seen in Fig. 10 is distinctly different from the profiles of the other seasons and from observations. It might point to the importance of a trend in winter circulation (Hood and Soukharev, 2005) lacking in this study.

6. Discussion and Conclusions

To separate changes in STE ozone flux due to ozone depletion from those due to natural variability, we construct a regression model for the hemispheric monthly STE flux from the five-year sequence for each of the Linoz runs. The STE data are fitted to a hemispheric mean, the seasonal harmonics and the three time series of the QBO, the Arctic Oscillation (AO, Thompson and Wallace, 1998) and the El Nino Southern Oscillation (ENSO) index (Ziemke and Chandra, 2003). The fitted mean and the amplitude of the seasonal cycle decrease in response to changes in halogen loading and the PSC chemistry among different Linoz runs. However, the interannual variances are rather insensitive to the chemical change, thus we use the average percentage change from all model runs for describing the interannual variances.

The QBO accounts for about 20% of the NH interannual variances in STE. Including the AO decreases the unexplained interannual variances only by 2-3%. The total NH interannual variability is about 25 Tg/yr (rms), the same as the long-term change driven by ozone depletion (Linoz-2004BrT minus Linoz-1979Br). Thus, as detection of a NH trend in column ozone is obscured by transport variability (e.g. Stolarski et al, 2006), so is any long-term change in STE flux. The SH STE flux shows quite different modes of variability. For the SH regression model, we replace the AO index with the AAO (Antarctic Oscillation, Thompson and Wallace, 1998) index. The QBO nearly captures about 45% of the interannual variability, while the AAO captures negligible variance.
and thus does not contribute to coherent structure of the residuals seen in Fig. 6d. The maximum SH STE trend due to ozone depletion (70 Tg/yr) is twice as large as the interannual variability (30 Tg/year rms) over the years 2001-2005. Including the ENSO index in either hemisphere does not decrease the unexplained interannual variances. In our model the deseasonalized ENSO index correlates poorly with either hemispheric STE or global STE anomalies in lagged correlations between ±6 months. The correlation remains poor even after we remove the influence of the QBO from the STE time series. The 2002-2003 El-Nino is readily apparent in our ECMWF meteorological fields but does not enhance the STE $O_3$ flux in our model. In contrast, Zeng and Pyle (2005) found a high anticorrelation between ozone STE anomalies and the ENSO index six month earlier from 1990-2001.

The impact of changes in the STE flux on tropospheric ozone is shown with the scatter plot of the seasonal hemispheric STE fluxes (Tg/year) versus the hemispheric tropospheric ozone burden (Tg) for all 25 years of Linoz v2 simulations for DJF and JJA (Fig. 11). The linear correlations is obvious, particularly for the winter season of each hemisphere. The slope of the scatter plot reflects the lifetime of the perturbations to tropospheric ozone. The NH seasonal lifetime of tropospheric ozone varies from 28-39 days, longest for fall and shortest for spring with an annual mean of 35 days. The lifetimes for the SH have less seasonal variation and are slightly shorter, varying from 27-32 days with an annual mean of 30 days. Our simplified troposphere chemistry allows air of stratospheric origin to wander freely in the troposphere until reaching below 600m altitudes where the $O_3$ abundance is reset rapidly to 20 ppb. Thus, the lifetime of about one month reflects mostly the characteristics of the tropospheric circulation and mixing and is slightly longer...
than the estimate of 22 days for all of tropospheric ozone from the multimodel ensemble 
simulations with full tropospheric chemistry (Stevenson et al., 2006). Realistic loss of 
stratospheric ozone, occurring throughout the free troposphere, is not simulated in our 
model. These results, however, will provide a baseline for a corresponding study (in prep) 
in which the full tropospheric chemistry is included. The intercepts of the scatter plots at 
zero STE flux reflect our adopted 20-ppb ozone restoring term in the lowermost layers and 
are higher (in Tg) in summer due to the larger tropospheric volume (higher tropopause). 
Thus, the total ozone burden and absolute STE ozone flux cannot be used to derive a 
lifetime.

The interannual variability is similar across all model runs regardless of the chemistry, 
as seen in the similar scatter pattern from each Linoz run. The interannual variability 
between NH and SH appears uncorrelated. The mean decrease in STE flux due to ozone 
depletion between Linoz-1979Br and Linoz-2004BrT in the NH is 25 Tg/year, correspond-
ing to less than 1 ppb decrease in mean abundance and that in the SH is 72 Tg/year, a 
2.1 ppb decrease.

This study has sought to understand and quantify how the stratosphere influences 
tropospheric ozone. The scientific results can be summarized as follows:

• Linoz v2 corrects the low bias in equatorial total column ozone found in Linoz v1, 
and with ECMWF IFS data our chemistry-transport model better matches the observed 
stratospheric column ozone.

• Linoz is useful in diagnosing errors in stratospheric circulation for both general cir-
culation models and assimilated winds, e.g., the change in IFS cycle to 29r2 degraded the 
EC L40 meteorology, but not the L60 version.
• Observed interannual variability in total column ozone is well modeled with Linoz and the EC meteorology; however, the modeled magnitude in the SH, including QBO's influence on ozone, is twice as large. Other EC products such as ERA-40 with L60 resolution have also shown unrealistic, large SH interannual variability (Fleming et al, 2007).

• Our best estimate for the current STE ozone flux is 290 Tg/yr in the NH and 225 Tg/yr in the SH with interannual variability over years 2001-2005 of ± 25 Tg/year and ± 30 Tg/year respectively.

• The STE shows negative anomalies over the mid-latitudes during the easterly phases of the QBO and vice versa. The QBO-induced overturning circulations over mid-latitudes during the easterly phase creates conditions that reduce STE.

• The STE flux alone drives a large seasonal change in the tropospheric ozone burden with NH mid-latitude peak-to-peak changes of about 7-8 DU that parallels the late summer maximum normally attributed to tropospheric photochemistry.

• When the observed column ozone depletion from 1979 to 2004 is modeled with Linoz v2, we predict STE reductions of about 10 %, corresponding to about 1 ppb in tropospheric O$_3$ of the northern hemisphere, much less than anticipated by Fusco and Logan (2003).

References


Thornton, B. F. et al. (2005), Variability of active chlorine in the lowermost Arctic stratosphere, J. Geophys. Res., 110(D22), D22304.


Figure 1. The Linoz climatologies of trace gases for January. For $N_2O$ and $CH_4$ the patterns are normalized relative to their mean tropospheric abundances; and for $H_2O$, to the tropopause value. The trace gas families (NOy, Cly, Brγ) are normalized relative to their maximum values (in the upper stratosphere). For year 2004, the normalization values are noted.
Figure 2. The sensitivity of Linoz terms (Equation 1) to different radiation and chemical updates using the standard ATMOS-profile on May 31 at 30N as the basic state. See the text for details.
Figure 3. Stratospheric column $O_3$ (DU) as a function of latitude for March, June, September and December. The stratospheric column is integrated over the atmosphere where $O_3 > 100$ ppb. The four different profiles are: climatology compiled by McPeters et al. (1997) (black line with o); climatology compiled by McPeters et al. (2007) (black line with +); Simulation with Linoz-2004 in the UCI CTM with the 1997 ECMWF IFS met data (red solid line); the same Linoz-2004 simulation but without PSC parameterization (red dashed). See the text for details.
Figure 4. Five-year (2001-2005) monthly zonal-mean climatology of total column $O_3$ (DU) as a function of latitude and for (a) corrected Earth Probe TOMS and (b) Linoz-2004 CTM simulation using Oslo/EC meteorological data at T42L40 resolution from IFS Cycle 29r2. The anomalies relative to these climatologies from Jan 2001 to Dec 2005 are shown for (c) TOMS and (d) CTM. Contour intervals for the CTM simulation anomalies are 10 DU, but those for the TOMS anomalies are only 5 DU.
Figure 5. Year 2005 monthly zonal mean total column O$_3$ (DU) simulated with Linoz-2004 for (top) T42L40 CTM and (bottom) T42L60 CTM.
Figure 6. Monthly zonal mean anomalies in the modeled total column O₃ split into (a) QBO signal and (b) residuals, taken from the 2001-2005 simulation shown in Fig. 4d. Contour intervals are +5, +10, +15, DU (solid red) and -5, -10, -15, (dashed blue). Corresponding monthly zonal mean anomalies in the STE O₃ fluxes are shown for (c) QBO signal with contour intervals of ±0.05 g m⁻² yr⁻¹ and (d) the residuals with contour intervals of ±0.10 g m⁻² yr⁻¹. Zero contour lines are omitted.
Figure 7. Latitude by month average STE O$_3$ fluxes (white-line contours at 0 to +3.5 g m$^{-2}$ yr$^{-1}$) from UCI CTM with Linoz-2004 driven by ECMWF IFS T42L40 2001-2005 met data. Zonal-mean zonal wind at 200 hPa (grey-scale contours at -5, +5, +15, +25, +35 ms$^{-1}$) from the same meteorological data.
Figure 8. (top) Latitude by month average STE O$_3$ fluxes (see Fig 7) on top of simulated tropospheric column ozone (TCO, color-filled contour interval, 2 DU) for Linoz-2004 simulations. (bottom) Same STE O$_3$ fluxes on top of monthly zonal-mean tropospheric O$_3$ abundance (ppb) with color-filled contours interval, 2 ppb.
Figure 9. (top) Monthly zonal-mean differences in total column O$_3$ (DU) for Linoz-2004BrT minus Linoz-1979Br. Both Linoz simulations are driven by the same 5-year ECMWF IFS data from 2001-2005. (bottom) Differences in STE O$_3$ flux (g m$^{-2}$ yr$^{-1}$) for Linoz-2004BrT minus Linoz-1979Br.
Figure 10. Seasonal profile changes in O$_3$ abundance (%) over the lower stratosphere and upper troposphere at 40N-50N for all Linoz-2004 runs minus their respective pre-ozone depletion runs. Linoz-2004 minus Linoz-1979 (crosses), Linoz-2004Br-Linoz-1979Br (circles) and Linoz-2004BrT minus Linoz1979Br (triangles). All calculations use the same meteorological data.
Figure 11. Mean tropospheric $O_3$ (Tg) vs. STE $O_3$ flux (Tg/yr) by hemisphere for DJF and JJA. The linear regression fit is shown in dashed blue line for the NH and black dashed-dot line for the SH. The slopes indicate the lifetimes of the perturbations to tropospheric ozone and are labelled in unit of days. The five different Linoz models are labeled with symbols: -1979 (red crosses), -1979Br (black squares), -2004 (green left-triangles), -2004Br (blue circles), and -2004BrT (blue asterisks).
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N₂O (ppbv)</td>
<td>300.4</td>
<td>318.4</td>
<td>300.4</td>
<td>318.4</td>
<td>318.4</td>
</tr>
<tr>
<td>NOₓ (ppbv)</td>
<td>18.2</td>
<td>19.4</td>
<td>18.2</td>
<td>19.4</td>
<td>19.4</td>
</tr>
<tr>
<td>Cly (pptv)</td>
<td>2242</td>
<td>3437</td>
<td>2242</td>
<td>3437</td>
<td>3437</td>
</tr>
<tr>
<td>Bry (pptv)</td>
<td>8.7</td>
<td>15.6</td>
<td>14.7</td>
<td>21.6</td>
<td>21.6</td>
</tr>
<tr>
<td>CH₄ (ppbv)</td>
<td>1555</td>
<td>1777</td>
<td>1555</td>
<td>1777</td>
<td>1777</td>
</tr>
<tr>
<td>H₂O (ppmv)</td>
<td>3.65</td>
<td>3.65</td>
<td>3.65</td>
<td>3.65</td>
<td>3.65</td>
</tr>
<tr>
<td>PSC activa. Temp (K)</td>
<td>N. A.</td>
<td>195</td>
<td>N. A.</td>
<td>195</td>
<td>199</td>
</tr>
</tbody>
</table>

Table 1. Prescribed abundances of long-lived species and activation temperatures for the PSC parameterization used for deriving the 5 Linoz tables indicated in the column headings. Note that the PSC parameterization is not used for pre-ozone depletion runs (Linoz-1979 and Linoz-1979Br). See text for details.