Desert dust and anthropogenic aerosol interactions in the Community Climate System Model coupled-carbon-climate model
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Abstract. Coupled-carbon-climate simulations are an essential tool for predicting the impact of human activity onto the climate and biogeochemistry. Here we incorporate prognostic desert dust and anthropogenic aerosols into the CCSM3.1 coupled carbon-climate model and explore the resulting interactions with climate and biogeochemical dynamics through a series of transient anthropogenic simulations (20th and 21st centuries) and sensitivity studies. The inclusion of prognostic aerosols into this model has a small net global cooling effect on climate but does not significantly impact the globally averaged carbon cycle; we argue that this is likely to be because the CCSM3.1 model has a small climate feedback onto the carbon cycle. We propose a mechanism for including desert dust and anthropogenic aerosols into a simple carbon-climate feedback analysis to explain the results of our and previous studies. Inclusion of aerosols has statistically significant impacts on regional climate and biogeochemistry, in particular through the effects on the ocean nitrogen cycle and primary productivity of altered iron inputs from desert dust deposition.

1 Introduction

Estimating the impact of humans onto the climate system through the 21st century requires an understanding of the physical response of the climate system to changes in greenhouse gases and aerosols and the climate feedbacks via changes in carbon uptake by the land and the ocean system (Denman et al., 2007). Approximately 50% of the carbon emitted by humans into the atmosphere is taken up by the land or ocean (Denman et al., 2007), but the effectiveness of land and ocean carbon sinks is projected to decline under future climate change scenarios (e.g. Cox et al., 2000; Fung et al., 2005). The uncertainties in the response of the land and ocean carbon cycle represent uncertainties almost as large as those from climate sensitivity when considering climate at 2100 (Huntingford et al., 2009).

There are significant uncertainties in carbon trajectories even given a particular human CO\textsubscript{2} emission scenario (e.g. Friedlingstein et al., 2006; Huntingford et al., 2009). Most of the coupled carbon-climate model simulations up to this point have been based on terrestrial carbon cycle models that do not include the limitation by nitrogen (e.g. Cox et al., 2000; Friedlingstein et al., 2006; Denman et al., 2007)). These same models tend to see a positive feedback of climate onto the carbon cycle; higher carbon dioxide in the atmosphere leads to climate change that reduces the ability of the land and ocean to take up carbon (Friedlingstein et al., 2006). Terrestrial carbon cycle models that include N-colimitation, including the one used here, tend to see a much reduced terrestrial carbon uptake, and a reduced climate feedback onto carbon (e.g. Sokolov et al., 2008; Thornton et al., 2009; Zaehle et al., 2010). Thus, the inclusion of a new process into the coupled-carbon-climate models has the potential to fundamentally change the simulated response of the carbon cycle to climate.
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Anthropogenic and natural aerosols represent an additional process that has not yet been fully incorporated into coupled carbon-climate models. Aerosols are solids or liquids suspended in the atmosphere. They interfere with incoming and outgoing radiation, and potentially impact cloud formation (e.g. Forster et al., 2007). Sulfate and volcanic aerosols have been implemented in one coupled-carbon cycle model, resulting in a substantial change in the projections of future climate (Jones et al., 2003). Other simulations included have included only partially coupled carbon cycle (Stier et al., 2006) with no interactive land carbon cycle. The coupled carbon cycle model used for the previous study (Jones et al., 2003) has a very strong response to climate, both because of a high climate sensitivity, as well as a large sensitivity of the carbon cycle to climate change (e.g. Cox et al., 2000; Friedlingstein et al., 2006). Here we look at the role of sulfate and volcanic aerosols, as well as other anthropogenic aerosols (black and organic carbon aerosols from combustion) (Jones et al., 2003) included sulfate aerosols, ozone and other greenhouse gas changes. Since our model has a much smaller climate-carbon feedback (Thornton et al., 2009), we expect to see quite different results than the (Jones et al., 2003) study.

In addition, we include for the first time that we are aware of prognostic desert dust aerosols in a coupled carbon-climate model. Desert dust, or mineral aerosols, are soil particles suspended in the atmosphere. In addition to the physical climate forcings similar to other aerosols, desert dust contains small amounts of iron (3.5%), which is an important micronutrient for the oceans (e.g. Martin et al., 1991). Thus, changes in desert dust deposition to the oceans may impact the ability of the ocean to take up carbon dioxide (e.g. J. K. Moore et al., 2006). The ocean biota may be directly iron limited (e.g. Martin et al., 1991), or the iron from dust may encourage more nitrogen fixation (e.g. Falkowski et al., 1998), thus impacting the nitrogen cycle of the ocean (Krishnamurty et al., 2009). While desert dust is known to be sensitive to climate and land use (e.g. Kohfeld and Harrison, 2001; Prospero and Lamb, 2003; Gillette, 1988; Neff et al., 2005), it is unclear whether desert dust is increasing or decreasing due to humans (e.g. Tegen and Fung, 1995; Prospero et al., 2002; Tegen et al., 2004; Mahowald and Luo, 2003; Mahowald et al., 2004, 2009). The estimates range from changes of −25% to +60% (Mahowald et al., 2009) from preindustrial to present conditions and are even larger going into the future (e.g. Mahowald and Luo, 2003; Tegen et al., 2004; Woodward et al., 2005). Recent estimates suggest roughly a doubling in dust over the last 100 years (Mahowald et al., 2010; Mulitza et al., 2010). Therefore we include sensitivity studies with different changes in desert dust sources.

We also explore the sensitivity of the transient responses of the coupled-carbon-climate model to changes in the initial conditions, in particular examining how close to equilibrium we need to establish the model for robust climate change simulations. In addition we conduct sensitivity studies comparing cases where the atmospheric carbon dioxide is predicted prognostically (and thus allowing for CO₂ gradients in the vertical and horizontal) against cases where the atmospheric carbon dioxide is specified as single globally averaged concentration value, as required for the next IPCC (Taylor et al., 2009).

2 Methods

2.1 Model description

Our model is the coupled-carbon-climate model used in (Thornton et al., 2009), which is based on the Community Climate System Model (CCSM3) (Collins et al., 2006a). This model has atmospheric, ocean, land and sea ice components, linked together using a coupler. The terrestrial biosphere model is the Community Land Model-Carbon Nitrogen (CLM-CN) model, described in (Thornton et al., 2007, 2009) and evaluated in (Randerson et al., 2009). This model includes N-limitation of plant growth. The ocean biogeochemistry model is the Biogeochemical Element Cycling (BEC) model which includes four functional phytoplankton groups and multiple growth-limiting nutrients (Moore et al., 2004) and a full depth carbon-cycle module (Doney et al., 2006). In the BEC model, nitrogen fixing organisms in the oceans require more iron than most phytoplankton (Falkowski et al., 1998), thus linking the iron and nitrogen budgets in the ocean (J. K. Moore et al., 2006). This model has been extensively compared to available observations (Doney et al., 2009a, b). The impact of iron deposition in dust, and the changes in soluble iron over the 20th century that may have occurred (Mahowald et al., 2009) have previously been shown in this model to impact ocean biogeochemistry and the nitrogen cycle more than direct human deposition of nitrogen (Krishnamurty et al., 2009).

In some of the model experiments conducted, desert dust is coupled using the desert dust model previously developed for the CCSM3 (Mahowald et al., 2006a). The desert dust is produced when the leaf area index (LAI: predicted by the CLM-CN) is below a threshold, the soil moisture is sufficiently dry and the winds are strong enough. This desert dust flux is especially strong in areas with easily erodible soils. The desert dust is advected around the atmosphere (in 4 size bins) and is removed by dry and wet deposition. While the desert dust is in the atmosphere, it interacts with the short and long wave radiation. When the desert dust is deposited to the oceans, it interacts with ocean biogeochemistry. The desert dust module and its impact on radiative forcing and climate is described and compared to observations for satellite-based vegetation cases in (Mahowald et al., 2006a; Yoshioka et al., 2007). In the simulations presented here, the model version differs by using predicted LAI instead of fixed LAI. To test the sensitivity to secular increases or decreases in desert dust
sources from external factors (e.g., land-use change; biogeoography), we apply a time-varying global factor to adjust the effectiveness of dust generation from each grid cell. Note that this still allows soil moisture, winds and vegetation to impact the local source strength as well. For the AEROSOL cases (described below), we also changed the threshold LAI where dust production occurs (from 0.1 to 0.3) and do these comparisons at the grid level instead of plant functional type, to be more consistent with the model formulation and available observations (Okin, 2008).

The desert dust influences the simulated short and long wave radiation and thus induces changes in simulated climate similar to previous model studies (conducted in a version of the CCSM climate model without an interactive carbon cycle) (Mahowald et al., 2006b; Yoshioka et al., 2007). The CCSM model version does not include indirect impacts of aerosols onto cloud properties so those effects are not included in the model simulations presented here.

Once the desert dust is deposited to the oceans, we assume that 3.5% of the dust is iron, and 2% of the iron is bioavailable for ocean biota (J. K. Moore et al., 2004, 2006). This predicted dust is then used in the model as a new source of iron, instead of the fixed seasonal dust deposition previously used. For the experiments with the dust cycle coupled in, small modifications to the iron cycle in the ocean were made to incorporate the impact of sedimentary sources of iron (Moore and Braucher, 2008). Moore and Braucher (2008) added a more realistic sedimentary iron source to the model, which improved the match to dissolved iron observations. This relatively strong iron source is of similar magnitude to the source from atmospheric deposition and acts to weaken the biogeochemical sensitivity to variations in the atmospheric source.

2.2 Model experiments

We conduct several sets of experiments that we describe here (and are summarized in Table 1). The sets of experiments can be grouped into three types: (1) control simulations, forced with preindustrial conditions, (2) transient simulations (1870–2100), forced with time varying greenhouse gas and aerosols, where biogeochemically coupled CO$_2$ is also coupled to the radiation, and (3) transient simulations (1870–2100) where the radiative CO$_2$ stays at a constant 287 ppm (indicated with $-r$ at the end of the ensemble member). The first type of simulation for each case set gives us the preindustrial control to allow us to determine the change in the climate system, while the latter simulations are used to tell us the climate feedback onto the carbon cycle. Control simulations for the BASE case were several hundred years long to obtain conditions close to equilibrium, while control simulations for other cases were 270 years, with 50 years of spinup (transient simulations were started at year 50 of control simulations in these cases), unless otherwise specified below. Because the sets of non-BASE cases considered here were not spun up for several hundred years to come into equilibrium, we subtract the control case off the transient, to remove any drift in the climate.

2.2.1 Ensemble members (BASE1, BASE2, BASE3)

We conduct two additional sets of ensemble members of the transient simulation presented in (Thornton et al., 2009), described in Sect. 2.1. BASE1 represents the simulations presented in (Thornton et al., 2009), while BASE2 and BASE3 represent identically forced simulations, with initial conditions starting 10 years later in the control for the atmosphere, land and ocean. This allows us to consider the impacts of natural variability onto transient carbon-climate simulations. These simulations include no time varying or prognostic aerosols aerosols, but prescribed fixed aerosols, as in the default Community Atmosphere Model (Collins et al., 2006b).

2.2.2 Sensitivity Studies (NONEQ and TRAJ)

We conduct two sets of sensitivity studies, (1) a nonequilibrium case (NONEQ) and (2) a case with specified atmospheric CO$_2$ concentration trajectory instead of interactive CO$_2$ (TRAJ). We normally integrate the carbon cycle model during spin-up until land, atmosphere and ocean carbon stocks are drifting less than 0.01 Pg year$^{-1}$ globally averaged. In the non-equilibrium set of cases (NONEQ), we consider how close to equilibrium the model needs to be in order to simulate the transient response correctly. For this set of cases, we conduct new control and transient simulations (with and without radiatively coupled carbon dioxide) covering 230 years (1870–2100) from a new perturbed initial condition where the model is not in equilibrium. This initial condition was generated with the same model, but with slightly incorrect coding; the NONEQ model configuration has global carbon drifts of 0.08 PgC year$^{-1}$ for the land and ocean, in opposite directions, so that the total atmospheric CO$_2$ is roughly in equilibrium. At individual land model grid cells averaged over years 26–35, the flux imbalance was as large as 1.6 kg m$^{-2}$ year$^{-1}$. We start the transient simulations 25 years after the control simulation starts. We difference all results from the control simulation, so that the drift in the control is subtracted from the trends in the transient prior to analysis.

For the second sensitivity set of cases, TRAJ, we use the globally averaged atmospheric CO$_2$ concentration from the BASE1 simulation to drive the biogeochemistry and radiative interactions in the model. When the prognostic biogeochemically coupled carbon dioxide is used, strong lateral and vertical gradients in atmospheric CO$_2$ can arise due to the uptake and emission of carbon dioxide over the terrestrial biosphere (e.g., Denning et al., 1995). This could impact the terrestrial biosphere due to the spatially and temporally varying carbon dioxide experienced by the plants affecting photosynthesis.
<table>
<thead>
<tr>
<th>Case names</th>
<th>Case descriptions</th>
<th>Aerosol description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASE-Control</td>
<td>Base model preindustrial control</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE1</td>
<td>Base model transient simulations</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE1-r</td>
<td>Base model transient simulation, with CO₂ fixed at 287 for radiation</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE2</td>
<td>Base model transient simulations</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE2-r</td>
<td>Base model transient simulation, with CO₂ fixed at 287 for radiation</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE3</td>
<td>Base model transient simulations</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>BASE3-r</td>
<td>Base model transient simulation, with CO₂ fixed at 287 for radiation</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>NONEQ-Control</td>
<td>Base model preindustrial control, started with initial conditions that are out of balance from model</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>NONEQ</td>
<td>Base model transient simulation, with out of balance initial condition</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>NONEQ-r</td>
<td>Base model transient simulation, with out of balance initial condition, with CO₂ fixed at 287 for radiation</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>TRAJ-Control</td>
<td>Base model, control simulation, with averaged CO₂ concentration from BASE1 simulation for biogeochemistry</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>TRAJ</td>
<td>Base model, transient simulation, with averaged CO₂ concentration from BASE1 simulation for biogeochemistry</td>
<td>Prescribed aerosols</td>
</tr>
<tr>
<td>DUST-Control</td>
<td>Dust model, preindustrial control</td>
<td>Desert dust interactive, other aerosols prescribed</td>
</tr>
<tr>
<td>DUST</td>
<td>Dust model, transient simulation</td>
<td>Desert dust interactive, other aerosols prescribed</td>
</tr>
<tr>
<td>DUST-r</td>
<td>Dust model, transient simulation, with CO₂ fixed at 287 for radiation</td>
<td>Desert dust interactive, other aerosols prescribed</td>
</tr>
<tr>
<td>2 × DUST</td>
<td>Dust model, transient simulations, with dust source effectiveness doubling over the simulations</td>
<td>Desert dust interactive, other aerosols prescribed</td>
</tr>
<tr>
<td>0.5 × DUST</td>
<td>Dust model, transient simulations, with dust source effectiveness halving over the simulations</td>
<td>Desert dust interactive, other aerosols prescribed</td>
</tr>
<tr>
<td>AEROSOL-Control</td>
<td>Aerosol model, preindustrial control</td>
<td>Desert dust, sulfate aerosols interactive, carbonaceous aerosols vary with time</td>
</tr>
<tr>
<td>AEROSOL</td>
<td>Aerosol model, transient simulation</td>
<td>Desert dust, sulfate aerosols interactive, carbonaceous aerosols vary with time</td>
</tr>
<tr>
<td>AEROSOL-r</td>
<td>Aerosol model, transient simulation, with CO₂ fixed at 287 for radiation</td>
<td>Desert dust, sulfate aerosols interactive, carbonaceous aerosols vary with time</td>
</tr>
</tbody>
</table>
In the TRAJ cases, we use a uniform global mean CO₂ distribution (which is set to the same as the calculated globally averaged value from the BASE1 simulation) to see if disallowing gradients in CO₂ changes our simulations. The maximum surface CO₂ concentration difference (high minus low) for the monthly average is 65 ppm, and the standard deviation is 12 ppm in our model (BASE1), and it is this variability that is excluded from the TRAJ case. This case has relevance for the differences in protocols between different modeling groups: for example the Friedlingstein et al. (2003) only keeps one global average in their simulations, while in our model, we simulate the full 3-dimensional distribution of CO₂. Finally this has relevance in the upcoming simulations for next Intergovernmental Panel on Climate Change, where all the models will be run with a CO₂ trajectory and the allowed anthropogenic fluxes will be inferred (Taylor et al., 2009). Oeschlies (2009) showed that the CO₂ boundary conditions used for ocean-only experiments change the resulting carbon uptake; here we explore the importance of the formulation of the boundary condition of CO₂ for coupled experiments.

2.2.3 Desert dust experiments (DUST, 2 × DUST, 0.5 × DUST)

We conduct several experiments where we include the impacts of prognostic and changing desert dust onto the climate and biogeochemistry of the model. The desert dust module (as described in Sect. 2.2.1) is included and coupled with the land surface for source generation, the atmosphere radiation and the ocean biogeochemistry as dust is deposited on the surface (DUST). We also conduct two simulations where we force the desert dust source strength at every point to either double or half over time (2 × DUST, 0.5 × DUST), because of the uncertainties in the response of desert dust to humans (discussed in Sect. 1.0). In these simulations, desert dust is the same at 1870, but is either doubled (2 × DUST) or halved (0.5 × DUST) at 2100, with a linear interpolation in time in between.

2.2.4 Aerosol experiments (AEROSOL)

For these experiments, we use aerosol anthropogenic forcing from the IPCC A1B scenario (Meehl et al., 2006) which include: prognostic sulfate aerosols (with time varying emissions), prescribed organic and black carbon aerosol distribution (with time varying magnitude), prescribed seasalt aerosols, prescribed volcanic aerosol (with time varying magnitude) (Meehl et al., 2006). These forcings include historical estimates of emissions of sulfur compounds and variability in the magnitude of volcanic and carbonaceous aerosols over 1870–2000, and then future projections for 2000–2100. Note that there are no volcanoes past 2000 in these simulations. For these simulations, we include prognostic desert dust and the impact of these aerosols onto climate and biogeochemistry as well.

2.3 Simple feedback analysis

In order to understand the coupled-carbon-climate model simulations, we utilize and adapt a previously published, simple carbon-climate feedback analysis (Friedlingstein et al., 2003, 2006). We briefly describe this model here, and extend this model in a simple way to include the primary impacts of aerosols onto the coupled-carbon-climate system. For the fully coupled simulations (where carbon dioxide is allowed to change in the radiation subroutine, thus affecting climate), assume a simple linear relationship:

\[
\Delta C_L = g_L \Delta A_L + \gamma_L \Delta T \quad (1)
\]

\[
\Delta C_O = g_O \Delta A_O + \gamma_O \Delta T \quad (2)
\]

where \(\Delta C_L\) and \(\Delta C_O\) are the change in the amount of carbon with time in the global land and ocean reservoirs, respectively (in PgC), in the fully coupled simulations. The terms \(g_L\) and \(g_O\) relate the direct changes in land and ocean carbon reservoirs, respectively, to a change in global mean atmospheric carbon dioxide (\(\Delta C_A\) in ppm), and \(\gamma_L\) and \(\gamma_O\) relate the changes in the carbon reservoirs to a change in global mean surface temperature (\(\Delta T\) in K).

The impact of rising carbon dioxide concentrations on the land and ocean are derived from the uncoupled simulations (where CO₂ does not impact climate or –r in our case names, (Table 1):

\[
\Delta C_L^U = g_L \Delta A_L^U \quad (3)
\]

\[
\Delta C_O^U = g_O \Delta A_O^U \quad (4)
\]

The relationship between atmospheric carbon dioxide (\(\Delta C_A\) in ppm) and global mean surface temperature (\(\Delta T\) in K) is the transient climate sensitivity (\(\alpha\)), here defined as:

\[
\Delta T = \alpha \Delta C_A \quad (5)
\]

From this, Friedlingstein et al. (2006) show that different models have different net gain (g) from the inclusion of the carbon cycle in the climate model:

\[
\Delta C_A^U = 1/(1-g) \Delta C_A^U \quad (6)
\]

where the gain (g) is:

\[
g = -\alpha(\gamma_L + \gamma_O)/(1 + \beta_L + \beta_O) \quad (7)
\]

This simple feedback analysis assumes that changes in carbon dioxide are the only climate forcings. It was noted in Friedlingstein et al. (2003) that other forcings could contribute to the change in temperature, but they chose to ignore these factors. Additional forcing from non-CO₂ constituents (methane, nitrous oxide, chlorofluorocarbons) represent about 13% of the forcing of CO₂ in the Cox et al. (2000) model.
al. (2000) and Jones et al. (2003) studies, for example, which does not explain the full extent of the differences between the models considered here.

We can extend this analysis to include aerosols (and other constituents) with a few simple assumptions. Our main assumption is that aerosol impacts are due to their globally averaged forcing, not due to changes in regional climate. Then one need only include aerosols in the equation where the relationship between atmospheric carbon dioxide and surface temperature is derived (5), and modify this equation to include the impacts of aerosols based on the change in global mean aerosol optical depth (ΔAOD)

$$\Delta T^C = \alpha(\Delta C^2 + \varepsilon \Delta AOD)$$

Where $\varepsilon$ relates the climate forcing from aerosols to the climate forcing from carbon dioxide (with units of ppm CO$_2$ AOD$^{-1}$). It has been shown that for many forcings, knowing just the top of atmosphere radiative forcing is sufficient to understand the climate forcing (Hansen et al., 2005). We can convert the aerosol optical depth to an equivalent carbon dioxide forcing based on the model averages presented in the last IPCC assessment report (Forster et al., 2007), where a 180 ppm change in CO$_2$ is estimated to represent a 1.66 W m$^{-2}$ forcing, while a change in AOD from anthropogenic aerosols of 0.05 represents a radiative forcing of $-0.5$ W m$^{-2}$. Therefore $\varepsilon$ has a value of about 1653 ppm/AOD. Aerosols are quite heterogeneous in their optical properties (and some can warm and some cool), so here we assume that our model simulations are using a similar mix of aerosols as was used in the IPCC simulations. We will evaluate this simple methodology in Sect. 3.1.

We also analyze the Hadley Center model (HADCM3LC) (Jones et al., 2003) because they also have presented results with and without aerosols. For their simulations, we assume sulfate aerosols have a radiative forcing of $-0.9$ W/m$^2$, because this is the sum of the included direct and indirect effects (Johns et al., 2003). In addition, we add in the radiative forcing of changes in tropospheric ozone, as those change in their simulations. We also adjust their climate sensitivity parameter ($\alpha$) to account for the inclusion of non-CO$_2$ greenhouse gases (methane, nitrous oxide, CFCs), so that $\alpha$ more accurately represents the response to CO$_2$, resulting in a 13% decrease in their climate sensitivity (as non-CO$_2$ gases represent 13% of the radiative forcing). For this analysis, we do not have information about the radiative forcing in their model, which can vary (Forster et al., 2007), therefore our analysis will have uncertainties; but we think that this type of ball-park analysis can provide insight into the importance of aerosols in coupled-carbon-climate simulations.

(Cadule et al., 2009) develop a different approach to including multiple forcings in the simple model, pointing out that the radiative forcing from CO$_2$ should be a non-linear relationship to CO$_2$, instead of the linear one assumed here and in Friedlingstein et al. (2003, 2006). Because of this non-linearity, the simple formulas given here are not valid, and they prefer an approach based on the gain ($g_T$) of a system defined as:

$$g_T(AER) = (\Delta T(AER) - \Delta T^C) / \Delta T^C$$

They assume that the gain will be similar for different models for the addition of similar processes (e.g. anthropogenic aerosols or other greenhouse gases). We will contrast the implications of this formulation (9) versus Eq. (8). Our formula (8) is similar to their formula (6).

3 Results

The coupled-climate-carbon model used for this study has been previously compared to observations and evaluated (Thornton et al., 2009), and its components compared to observations and evaluated as well (Thornton et al., 2007; Doney et al., 2009a, b; Randerson et al., 2009). Generally speaking, the terrestrial carbon and ocean carbon models match available observations. However, the net uptake of anthropogenic carbon by both the land and ocean together are slightly lower than observations (Thornton et al., 2009). The only new portion of this model to be evaluated is the coupling with the dust model. Comparisons to available observations for the dust cycle as coupled in this model suggest a good simulation of annual mean desert dust concentrations and deposition rates, which span over 4 orders of magnitude variation spatially (Appendix A).

3.1 Global averaged response

First we consider the globally averaged surface temperature, precipitation and carbon response of the coupled-carbon-climate model to the sensitivity studies and aerosols included in the different sets of cases (Fig. 1). The model trajectory in atmospheric CO$_2$ is largely insensitive to the cases simulated (as long as CO$_2$ is radiatively active) (Fig. 1a). There is a larger response to inclusion of aerosols in the surface temperature, since anthropogenic aerosols tend to cool the surface (Fig. 1b). The modeled CO$_2$ trajectory differs from the response from the Hadley Center model (HADCM3LC) (Jones et al., 2003), in which inclusion of aerosols leads to large differences in projected carbon dioxide. We postulate that this is largely due to the different climate feedbacks onto the carbon cycle, as we will discuss later.

Next we consider the feedback of the climate change onto the carbon cycle (Fig. 2). Note that the set of simulations published previously (BASE1 in Thornton et al. (2009) have the largest negative climate feedback of the ensemble members. One of the ensemble members (BASE3) has a net change at 2100 of only $-2$ ppm. We interpret the range of the three ensemble members as a measure of the uncertainty due to interannual variability and initial conditions. Inclusion of dust, aerosols, or the non-equilibrated initial condition does
While the sensitivity studies and the inclusion of dust or other aerosols into these simulations does not impact the 0th order carbon dioxide concentrations (Fig. 1), it does result in a statistically significant change in the global averaged carbon flux. The change in desert dust aerosol optical depth and total aerosol optical depth (Fig. 3a, b) show the desert is relatively stable in most cases (DUST or AEROSOL), only changing more than 20% when forced by the source strength doubling (2 × DUST) or halving over time (0.5 × DUST). The anthropogenic aerosols maximize in 2030, and thereafter go down in this scenario (Fig. 3b). Volcanic eruptions can clearly be seen as spikes in the aerosol optical depth (Fig. 3b).

The change in the evolution of carbon reservoirs due to including additional processes tends to lower the CO$_2$ in the atmosphere by between 2 to 10 ppm at 2100 for the different cases (Fig. 3c). The largest changes in CO$_2$ concentration are seen in simulations in which the dust source is forced to double, and when aerosols are included in the simulations. The latter case cools the atmosphere (Fig. 3f). For the case where desert dust doubles over the time period of the simulation, the ocean tends to drawdown more CO$_2$ (Fig. 3e), but the land releases slightly more CO$_2$ (Fig. 3d). For the case of anthropogenic aerosols, the land and ocean both respond roughly equally to take up slightly more CO$_2$.

Physical climate changes modify the ocean and land biogeochemistry through changes in winds (oceans) and precipitation (land and oceans), for example. In addition, the ocean model allows incoming dust to influence ocean biogeochemistry through iron in two ways: by relieving iron limitation and by enhancing nitrogen fixation (J. K. Moore et al., 2006). The oceans respond most strongly to the changes in desert dust, which increases relative to preindustrial nitrogen fixation rates by 14 TgN year$^{-1}$ when dust doubles (Fig. 4a), and decreases by 8 TgN year$^{-1}$ when dust halves. Denitrification tends to decrease in the future due to climate change (Fig. 4a), and the net balance of reactive ocean nitrogen reflects a combination of the trends in denitrification and nitrogen fixation. Globally integrated marine biological productivity tends to go down in the future (similar to Steinacher et al., 2010), and goes down slightly more in cases with interactive aerosols, (Fig. 4b) although neither sinking particulate organic carbon (POC) or CaCO$_3$ fluxes change more than $-0.5$ PgC year$^{-1}$. The reason for these changes has to do with regional budgets, and will be discussed in more detail in Sect. 3.6.

In the BASE cases, N fixation changes from 2080–2099 relative to preindustrial varies between 0.39 and 0.55 TgN yr$^{-1}$ for the ensemble members, while including interactive dust and interactive aerosols forces changes in N fixation of 1.22 and 3.0 Tg yr$^{-1}$, respectively. Even greater changes are observed if dust doubles or halves over the simulation time (16.6 and $-7.5$ Tg yr$^{-1}$, respectively). For productivity, the ensemble members show changes between $-0.38$ and $0.63$ PgC yr$^{-1}$ (2080–2099 minus
preindustrial), while including interactive dust and aerosols changes productivity by $-0.77$ and $-0.93$ PgC year$^{-1}$, respectively. Allowing dust to double or half causes the changes in productivity to be $-0.91$ and $-1.73$ PgC year$^{-1}$. Thus, for nitrogen fixation and productivity changes, including prognostic aerosols (especially dust) causes changes which are in magnitude equal or larger than the responses from increasing CO$_2$ in this model. Note that our model does not include changes in ocean biogeochemistry which directly result from the chemical changes in the ocean due to the additional CO$_2$ which could be large (Hutchins et al., 2009), but only the indirect impact of CO$_2$ onto biogeochemistry through changes in the physical climate. These changes are due to regional budget changes discussed below in Sect. 3.6. Note, however, that these simulations do not include potential significant direct effects of rising aqueous

Fig. 3. Globally averaged time series for each case for the difference between each case and BASE1 for (a) dust aerosol optical depth, (b) total aerosol optical depth, (c) CO$_2$ concentration (ppm) (the sum of d and e), (d) CO$_2$ concentration contribution from land (ppm), (e) CO$_2$ concentration contribution from ocean (ppm) and (f) surface temperature (K).
CO₂ concentrations on primary productivity or nitrogen fixation (Doney et al., 2009c). Even with higher nitrogen fixation rates in the model, the productivity predicted by the ocean model is reduced in all the cases, but especially with interactive aerosols, by between −0.5 to −1.5 PgC year⁻¹ (Fig. 4b). The temporal evolution of the nitrogen fixation and productivity illustrate that these increase at first with higher dust deposition, but then productivity starts going down (Fig. 5). The causes of these changes are discussed in more detail in Sect. 3.6.

Similar results to those shown here were seen in ocean-only analyses using the same biogeochemistry model (Krishnamurti et al., 2009). The changes in productivity seen here are slightly larger than those seen in Tagliabue et al. (2008) although both models contain large continental shelf sources of iron. Tagliabue et al. (2008) assume a lower solubility for the Fe in aerosols (0.5% compared with our 2%) causing sedimentary inputs to dominate the iron budget. Tagliabue et al. (2008) show similar changes in the N cycle to those seen here. The asymmetric response of productivity to changes in dust deposition noted in Parekh et al. (2006) are seen to some extent in the productivity responses (much larger reduction in the case where dust goes down), but are not seen in the carbon fluxes (Fig. 4). That model did not consider the large sources of iron from continental shelves (Elrod et al., 2004; Lam and Bishop, 2008).

### 3.2 Carbon-climate-aerosol feedbacks

We quantify climate-carbon cycle interactions in the CCSM3 simulations by applying the feedback analysis described in Sect. 2.3 to the climate coupled (CASE) and radiatively uncoupled cases (CASE-r). We calculate the coefficients of the climate sensitivity (α), land response to carbon dioxide (β_L), and climate (γ_L), and the ocean response to carbon dioxide (β_O) and climate (γ_O), and the gain g in the coupled-carbon-climate system (Friedlingstein et al., 2006) for each of our set of cases (Fig. 6; definition of these terms in Sect. 2.3). The model simulates a small negative feedback of climate onto the carbon cycle, and the gain in our model is very small (Fig. 6). Notice that the meaning of some of the terms of the original feedback analysis from Friedlingstein et al. (2006) is less well defined when there are additional climate forcings from aerosols. As discussed in Sect. 2.3, we can include the impact of the globally averaged cooling from aerosols in this analysis, and obtain new estimates of the carbon sensitivity (α) for the AEROSOL case, which better match the BASE cases, although this does not work as well for the DUST case. Plattner et al. (2008) shows that the sensitivity between carbon and climate also changes under different future emission scenarios, which is not considered here.

The largest shifts in the coefficients in the prognostic aerosol cases (DUST, AEROSOL) come in the land response to climate, which becomes more positive in the simulations with time evolving dust aerosols (Fig. 6d). This is consistent with the regional climate change that is forced by the aerosols and the feedback onto the carbon cycle (e.g. Penner et al., 2001; Jones et al., 2001; Yoshioka et al., 2007; Sects. 3.3 and 3.4). Sulfate aerosols tend to cool the climate, especially the Northern Hemisphere (Penner et al., 2001), while, desert dust aerosols tend to cool the atmosphere, and shift the precipitation away from dusty regions (Yoshioka et al., 2007).

Next we consider how to explain the large change in CO₂ seen in the HADCM3LC model when aerosols are introduced (Jones et al., 2003), versus the small change in CO₂ we see in these simulations (AEROSOL). As noted in the methodology Sect. 2.3 and Friedlingstein et al. (2003), the HADCM3LC simulations included other greenhouse gases, and so their alpha parameter is larger because of this inclusion. We can exclude the warming from these gases (similar to how we include the aerosols; Sect. 2.3), and we obtain a climate sensitivity for the HADCM3LC which is 13% lower than if we ignore the non- CO₂ greenhouse gases (0.0057 vs. 0.0066 K ppm⁻¹) (forcings are shown in Fig. 7a). The HADCM3LC included sulfate aerosols (including the indirect effect) and ozone changes in the Jones et al. (2003) study, that were not in the Cox et al. (2000) study: these represent new forcings, and we show an estimate of these radiative forcings (Fig. 7b), along with an estimate of the forcings in AEROSOL compared to BASE cases in our study. Notice that we were not able to calculate the radiative forcings for these cases, but are estimating these based on the mean.
Fig. 5. Time evolution of the globally averaged (a) nitrogen fixation (TgN year\(^{-1}\)) and (b) primary production (PgC year\(^{-1}\)).

Fig. 6. Feedback parameters, alpha (°K ppm CO\(_2\))\(^{-1}\) (a), beta (land) (PgC ppm\(^{-1}\) CO\(_2\)) (b), beta (ocean) (PgC ppm\(^{-1}\) CO\(_2\)) (c), gamma (land) (PgC °K\(^{-1}\)) (d), gamma (ocean) (PgC °K\(^{-1}\)) (e) and gain (unitless) (f) from the Friedlingstein et al., 2006 simple model, described in Sect. 2.3, for the 3 ensemble members, and the cases of dust, non-equilibrium and aerosols.

reported for the models included in Forster et al. (2007). For this analysis we are assuming that the impact on globally averaged temperature of the radiative forcing is similar for all constituents, which appears to hold true for these constituents (Hansen et al., 2005). Using these changes in global forcings and the simple model presented in Sect. 2.3, we can split the aerosol response of the coupled-carbon-climate model into two parts: one driven by the globally averaged top of atmosphere aerosol forcing (usually cooling), and one resulting from regional climate shifts in precipitation, temperature and insolation (including shifts in diffuse and direct radiation). The first, globally averaged response, is estimated by the simple feedback analysis from Sect. 2.3 (Fig. 7c). Our model has much smaller response (≤ 10 ppm versus 40 ppm) to aerosols than the model of Jones et al. (2003) (Fig. 7c), and this strong difference in response is estimated by the simple feedback analysis (Fig. 7c). This suggests that much of the difference in response to aerosols between HADCM3LC and our study lies predominately in the global climate feedback onto the carbon cycle, which is large in the case of the HADCM3LC model (e.g. Cox et al., 2001; Friedlingstein et al., 2006) and small (and slightly negative) in our case (Thornton et al., 2009, or here Fig. 6). In addition, because the HADCM3LC simulation includes the indirect effect of aerosols, they also have a larger forcing, although this is partially offset by the warming from additional tropospheric ozone (Fig. 7b). While aerosols also drive a regional climate response (described in more detail for this model in Sect. 3.3) and change diffuse radiation (e.g. Mercado et al., 2009), the globally averaged change in temperature from the aerosols can explain much of the signal in these two studies (Fig. 7c). Notice that the simple model does not accurately predict all of the changes in CO\(_2\) seen in the fully coupled models (Fig. 7c) and clearly regional climate change and changes in diffuse and direct insolation are playing a role at the 10–30 ppm level according to this analysis (Fig. 7c), as well as modifying the timing of the shifts in carbon dioxide.

Because of the non-linear theoretical relationship between carbon dioxide concentrations and atmospheric forcing, Cadule et al. (2009) argue that the simple model of Friedlingstein et al. (2006) should be replaced by a gain for temperature separate than the gain for CO\(_2\). They argue that this gain should be similar for multiple models. Using their methodology the gain (Eq. 9 in Sect. 2) in our system for adding interactive carbon, dust and anthropogenic aerosols are −1, −4 and −5%, respectively. The addition of anthropogenic aerosols has a gain similar to the values quoted in Cadule et al. (2009; these are derived in a submitted article), but the coupling of carbon has the opposite sign, consistent with the small negative feedback seen in the impact of climate onto the carbon cycle in these simulations.
Note that as Cadule et al. (2009) point out, basic physics suggests a log relationship between CO$_2$ concentration and radiative forcing, implying the same relationship with change in temperature. However, most models actually have a linear relationship between CO$_2$ concentration and temperature (e.g. Fig. 2a in Friedlingstein et al., 2006; Fig. 1c in Cadule et al., 2009), which is similar in our model. The correlation coefficient squared is 0.97 and 0.74 when CO$_2$ and log CO$_2$, respectively, are correlated with temperature (Fig. A6). Thus for many models, a simple linear relationship matches the model performance better than the log relationship suggested by theory. This suggests that the approach used here to deduce the impact of aerosols and greenhouse gases on coupled-carbon-climate simulations may work better than the approach suggested by Cadule et al. (2009).

### 3.3 Spatial response at the surface

The spatial pattern of changes in surface temperature (2080–2099 relative to preindustrial) is dominated by the response to increases in CO$_2$ (Fig. 8). The high latitude region experiences the largest predicted response of any region, as expected. Inclusion of aerosols results in a statistically significant change in regional surface temperatures (Fig. 8b, c and d). There are regionally significant changes in predictions of the surface temperature for the sensitivity studies (Fig. 8e, f); for all results, only results that are significant above the 95% are shown using two sided significance tests and discussed.

The response of the fully coupled system in precipitation is consistent with the temperature (Fig. 9): the strongest responses come from the CO$_2$ changes (Fig. 9a) with statistically significant changes from aerosols (Fig. 9b, c) as well as from the sensitivity studies (Fig. 9e, f).

How these physical climate responses are seen in the carbon fluxes at 2080–2099 is shown next. The response of the coupled-carbon-climate model to anthropogenic emissions shows an uptake of carbon in the tropical land with some reduction in carbon fluxes in high latitudes over land (Fig. 10a: a positive value means a larger flux into the atmosphere during 2080–2099 than the preindustrial). The maximum changes over land are larger than the changes over ocean, but the ocean serves as a large sink of carbon over this period. Adding in the desert dust aerosols and the...
anthropogenic aerosol evolution changes the details of these fluxes, but not the overall picture (Fig. 10b, c). A comparison of the simulations in which we double dust shows significant changes in carbon uptake over much of the ocean (similar to J. K. Moore et al., 2006), and some changes over land during the 2080–2099 period (Fig. 10d). The sensitivity studies where we use non-equilibrium initial conditions (NONEQ) or averaged CO₂ concentrations (TRAJ) show small scale statistically significant differences, but no qualitative differences (Fig. 10e, f); in the Appendix we examine the impact of drifting controls when we do not remove the drift in the control. Our analysis does not include differences due to internal variability.

For anthropogenic aerosols, the strongest forcings are during the mid-21st century, not the end of the century (Fig. 3). Stronger regional impacts of aerosols onto surface temperature and CO₂ flux can be seen at this time, although the response to CO₂ is much larger at either mid-century or at the end of the 21st century (Appendix Figs. A3 and A4).

Overall, similar to our global averages, the large scale patterns are not changed significantly when aerosols are introduced into the coupled-climate-carbon cycle, although regional climate is changed. We consider in more detail next the response of the land and ocean to aerosols.

The sensitivity studies we conducted, starting from a non-equilibrated condition and conducting transients, as well as using a trajectory of CO₂ concentrations rather than interactive CO₂, show some statistically significant regional differences from the BASE cases. However, overall, there are not large feedbacks in the carbon cycle in these sensitivity studies. We do not further consider these sensitivity studies in the next sections, and focus on the aerosol interactions in the fully coupled-carbon-climate model.
3.4 Aerosol feedbacks on land

The total amount of carbon on land shows a large gain in carbon due to increasing CO₂ (Fig. 11a) when 2080–2099 is compared to the preindustrial. Adding in aerosol interactions (11b–11d) causes regional shifts in carbon amounts, but does not change the large scale picture. The simulations with only the biogeochemistry seeing increases in CO₂ (BASE-r) shows a similar change as seen in the BASE case (Fig. 11e vs. Fig. 11a), again suggesting that the climate feedbacks onto the carbon cycle are not very strong in this model. As previous analyses have indicated (Fung et al., 2005), many of the changes in the lower latitudes are correlated with changes in moisture stress (Fig. 12) related to shifts in precipitation (Fig. 9). Changes in higher latitudes do not appear to be related to statistically significant changes in mean temperature (Fig. 8), although shifts in growing season or temperature are likely to be the cause. The relationship between net carbon fluxes and soil moisture and temperature are examined in more detail in (Thornton et al., 2009).

Jones et al. (2003) showed a large response to the inclusion of aerosols into their coupled-carbon-climate cycle model, partly as a result of the loss of the precipitation onto Amazon predicted in this model under warmer conditions (Cox et al., 2000). Cooler atmosphere leads to the Amazon persisting longer, although once anthropogenic aerosols are removed, their model predicts the Amazon is lost more rapidly, as the climate warms and precipitation to this region decreases (Cox et al., 2008). The model presented here does not have this strong change in carbon response when aerosols are included (Fig. 3). In fact, this model has very little change in precipitation over the Amazon region under any conditions, in contrast to the HADCM3LC Model (Jones et al., 2003) (Fig. 13).

3.5 Desert dust changes

The mean simulation of desert dust is described in more detail in the Appendix. Here we discuss the changes in desert dust in the different simulations for 2080–2099 relative to the preindustrial control. Interactive dust does not change the
Fig. 10. Same as Fig. 8, but for CO₂ fluxes (mg CO₂ m⁻² s⁻¹). Carbon fluxes are positive upwards into the atmosphere. A negative value would indicate that less carbon is going into the atmosphere during 2080–2099 than during the preindustrial.

source strength for most regions more than 15%, except for East Asia, South America and Australia, which are predicted to decrease by 40%, 75% and 20%, respectively (Fig. 14d). These changes are consistent with an increase in precipitation, precipitation minus evaporation and a decrease in desert area in these regions (Fig. 14a–c). However, it should be noted that these model results do not necessarily support the theory that wet regions will get wetter and dry regions will get drier, which many models do suggest (Meehl et al., 2007); the CCSM3 model’s climate response to higher CO₂ response in desert regions is different than the majority of the models (Mahowald, 2007). The desert area changes predicted here are not due to changing biogeography or land-use (which is not predicted in this model), but due to lower predicted LAIs. Notice that the model predicts a large increase in precipitation, and a corresponding decrease in desert area in the Middle East/Central Asia, but no corresponding decrease in the desert dust source strength: the winds must be important in these regions, and we did not archive high temporal data on the wind strengths to estimate this. Even in the cases where the source strength at each grid box is doubled or halved over the time of the simulation (2 × DUST and 0.5 × DUST), the source strength in East Asia, South America and Australia is not responding linearly. The changes in source strength result in changes in climate from the direct radiative feedbacks included in the model. These will combine with changes in CO₂ and other changes to impact surface temperature and precipitation (Figs. 8 and 9). In addition, the desert dust changes will impact downwind deposition to oceans (Fig. 14e). The impacts on downwind deposition to different ocean basins are consistent with changes to sources, with the largest changes occurring downwind of the South American and Australian sources. The East Asian sources impact the North Pacific primarily, but there are also contributions from the Middle East/Central Asian sources and the North American sources on the North Pacific, and so that deposition to the North Pacific does not change as much as the East Asian source (Fig. 14d, e, dust case). In the cases where dust source strength doubles (halves) over the simulations, most ocean basins see a doubling (halving)
Fig. 11. Total column carbon on land (gC m$^{-2}$) for 2080–2099 relative to the preindustrial control for each case: (a) mean change for 3 ensemble base case members, (b) differences from base case differences for interactive dust (DUST), (c) differences from base case for interactive aerosols (AEROSOL), (d) difference between 2xDUST and 0.5DUST cases, and (e) mean change for 3 ensemble BASE-r (CO$_2$ does not impact climate) case members. Only changes significant at the 95% level are shown in color. Note that panels (b), (c), (e) and (f) show differences from the 3 BASE case differences from preindustrial (for example: (DUST2080-2099 minus DUST-control) minus (BASE2080-2099 minus BASE-control)).

of the deposition. The exceptions are the Southern Ocean regions, impacted by the South American and Australian sources (Fig. 14d, e, 2 $\times$ Dust and 0.5 $\times$ dust cases), where significant climate change occurs (as discussed above).

3.6 Aerosol feedbacks onto oceans

Total chlorophyll responses to CO$_2$ (Fig. 15a) and the inclusion of aerosols in the coupled-carbon-climate model (Fig. 15b–d) suggest that aerosols significantly perturb chlorophyll distributions (also seen in Doney et al., 2009a) (similar to what was seen in Fig. 10). Significant changes occur in some regions. We see an increase in chlorophyll at the edge of the Southern Ocean off the coast of South America when only changes in CO$_2$ are considered (Fig. 15a). However, this increase goes away if aerosols are included (Fig. 15b, c), because of the decrease in the dust deposition due to decreases in dust sources in the Southern Hemisphere (Fig. 14). We also see a significant decrease in productivity in the North Pacific (Fig. 15), the spatial extent of which changes with different aerosol cases, but is not ameliorated with increasing dust (Fig. 15d).

The time evolution of the ocean productivity in different basins elucidates why the global productivity goes down, even with more dust (Fig. 16a). Regions with sufficient dust inputs (e.g. North Atlantic, Fig. 16b) show a decrease in productivity, which is even faster in cases with higher dust (2xDUST vs. DUST or 0.5DUST). In these regions the additional iron does not cause additional productivity, because iron is not limiting. The model predicts a trend towards slightly more P and N limitation in the North Atlantic (not shown), probably due to a reduction in the mixed layer depth (Fig. A7). The mixed layer depths change between 2100
Fig. 12. Same as Fig. 11, but for Btran, a fraction indicating the level of moisture stress on photosynthesis (positive value means less moisture stress, while a negative value means more moisture stress).

Fig. 13. Precipitation (mm day$^{-1}$) estimates with time from 1870 to 2100 from model cases (colored lines), observations (black diamonds) and the (Jones et al., 2003) simulations using the HADCM3LC model for the Amazon region (70 W–55 W, 15 S–5 N).

and preindustrial in the North Atlantic by $-6.3 \text{ m}$ in BASE1, which increases to $-9.4 \text{ m}$ when anthropogenic aerosols are introduced (AEROSOL). In the case of interactive dust (DUST) the mixed layer depth changes by $-6.8 \text{ m}$ between preindustrial and 2100, while when dust doubles, this change in mixed layer depth increases to $-9.8 \text{ m}$ ($2 \times \text{DUST}$). It is not clear why increasing aerosols would cause shallower mixed layer depths: one would expect the opposite due to less surface heating since these aerosols tend to reflect and cool. A plausible explanation is that aerosols cause a decrease in surface winds during windy storms, which drive the mixed layer depths. The robustness and cause of this shallower mixed layer depth should be considered in more detail in future studies.

Many iron limited regions show an increase in productivity, especially with additional dust (e.g. $2 \times \text{DUST}$ vs. $0.5 \times \text{DUST}$ cases) (e.g. eastern S. Eq. Pacific, eastern N. Eq. Pacific, S. Pacific, S. Atlantic and S. Indian: Fig. 16d, e, g and h). Other iron-limited regions show less decline with higher dust inputs (e.g. North Pacific: Fig. 16c $2 \times \text{DUST}$ compared to $0.5 \times \text{DUST}$). However, the Indian Ocean regions show faster decline in productivity with higher dust (Fig. 16i). This is consistent with previous studies (e.g. Krishnamurty et al., 2009; Parekh et al., 2008), where increasing iron in iron-limited regions (for example the Southern Ocean), exports more phosphorus and other nutrients, and reduces the lateral advection and possibly the upwelling of phosphorus and other nutrients in downstream regions, and
therefore reduces productivity in downstream regions. This downstream offsetting reduces the integrated ocean carbon cycle response to higher iron inputs (seen also in Krishnamurthy et al., 2009).

In our model simulations, changes in desert dust deposition force changes in ocean productivity, which are as large as the changes in productivity forced by CO$_2$ increases (Fig. 4 and discussion in Sect. 3.1). A recent study evaluated the projected changes in marine productivity from several different coupled-carbon-climate models (Steinacher et al., 2010), and we contrast our results with theirs (Fig. 17). One model simulation from this study was included in Steinacher, et al. (2010) (BASE1). Overall, changes in desert dust significantly change productivity in the Northern mid-latitudes, equatorial regions and Southern Ocean (∼40–50 S), and these changes are often of a similar size as the spread in the different models. This suggests that projections of marine productivity changes should include the impacts of changes in desert dust and aerosols.

### 3.7 Carbon and climate impacts on aerosol lifetimes

The atmospheric lifetime of an aerosol is defined as the amount of aerosol divided by the deposition flux, and for the sulfur compounds and dust, these are prognostically calculated in the model for the AEROSOL case. One can
Table 2. Evolution of aerosol lifetime with climate and carbon dioxide changes (days).

<table>
<thead>
<tr>
<th>Time period</th>
<th>Model case</th>
<th>SO$_2$</th>
<th>SO$_4$</th>
<th>Dust</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall lifetime of aerosols</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL</td>
<td>5.82</td>
<td>3.56</td>
<td>4.48</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL</td>
<td>3.46</td>
<td>3.88</td>
<td>4.63</td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL-r</td>
<td>5.82</td>
<td>3.56</td>
<td>4.52</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL-r</td>
<td>3.51</td>
<td>3.78</td>
<td>4.67</td>
</tr>
<tr>
<td>Dry deposition lifetime</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL</td>
<td>6.24</td>
<td>30.28</td>
<td>6.32</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL</td>
<td>3.58</td>
<td>28.66</td>
<td>6.43</td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL-r</td>
<td>6.24</td>
<td>30.22</td>
<td>6.38</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL-r</td>
<td>3.62</td>
<td>28.43</td>
<td>6.55</td>
</tr>
<tr>
<td>Wet deposition lifetimes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL</td>
<td>86.6</td>
<td>4.04</td>
<td>15.4</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL</td>
<td>102.4</td>
<td>4.49</td>
<td>16.6</td>
</tr>
<tr>
<td>1870s</td>
<td>AEROSOL-r</td>
<td>86.8</td>
<td>4.04</td>
<td>15.5</td>
</tr>
<tr>
<td>2090s</td>
<td>AEROSOL-r</td>
<td>110.5</td>
<td>4.37</td>
<td>16.2</td>
</tr>
</tbody>
</table>

Also separate this lifetime by the process that removes the aerosol, wet deposition (during precipitation) or dry deposition. Shifts in winds, vertical mixing, precipitation, or source regions can change the lifetimes of aerosols. Changes in surface fluxes, due to changes in the plant properties at the land surface, could also change dry deposition rates. In addition, increases in carbon dioxide could change dry deposition rates onto plants because of changes in stomatal conductance; however, this process is not included in these simulations. Lifetimes due to the physical removal of SO$_2$, SO$_4$ and dust for the 1870s and 2090s are contrasted (Table 2). Notice that SO$_2$ can also be chemically converted to SO$_4$, and we do not analyze this process here. We can contrast simulations that include the climate change from aerosols and CO$_2$ (AEROSOLS) and those which include just the impacts from changing in aerosols (AEROSOLS-r). For SO$_2$, the dominant removal process is dry deposition (SO$_2$ is converted to SO$_4$ in clouds, so this process will be important in the presence of clouds). The lifetime shortens between 1870s and 2090s (5.82 to 3.46 days), suggesting that changes in aerosol sources or direct impacts of higher CO$_2$ onto vegetation are most important. For sulfate, the lifetime lengthens slightly, largely due to wet deposition lifetime changes. Again, this signal is similar with and without climate change from CO$_2$. For dust, dry deposition dominates (because of the relatively large size of dust particles), and the lifetime is slightly longer (less than 10%) in the 2090s than 1870s (4.48 vs. 4.63). The dry deposition lifetime is slightly longer in 2090s (less than 10%) (6.55 vs. 6.43) when CO$_2$ is impacting climate (AEROSOLS-r) vs. not impacting climate. This suggests that most of the changes in lifetime in these simulations are due to changes in sources or changes in vegetation from direct CO$_2$ fertilization, since the changes are similar whether or not CO$_2$ is impacting climate.
4 Summary and conclusions

The sensitivity studies conducted in this study suggest that there can be regionally significant changes in climate and some changes in carbon fluxes, either when the preindustrial control is out of balance at the beginning of the transient simulations (by $\sim 0.09$ PgC year$^{-1}$ in our case), or changing between having fully 3-dimensional prognostic CO$_2$ which can contain strong surface gradients (as usually done with this model) versus a globally averaged value (e.g. used in the Friedlingstein et al., 2003 study). However, the globally averaged climate and carbon is not significantly perturbed.

For the first time, we include the interactions of desert dust on the climate and biogeochemistry in a fully coupled-carbon-climate model. In addition we include anthropogenic aerosol evolution similar to Jones et al. (2003). Our results suggest a much lower sensitivity to the inclusion of aerosols than seen in Jones et al. (2003). We argue that much of the difference between this study and this previous study using HADCM3LC can be explained by the difference in global climate forcing and feedbacks onto the carbon cycle (Fig. 7). The CCSM3.1 model has a slightly negative sensitivity to climate (i.e., more climate change means more carbon is taken up), due partly to the N-limitation in the land model, and partly due to a slow uptake by the oceans (Thornton et al., 2009). This result is in contrast to the carbon-only models previously compared (Friedlingstein et al., 2006), especially to the model used in Jones et al. (2003), which has a strong climate impact onto the carbon cycle. Our results, combined with the previous results (Jones et al., 2003) suggest that the impact of aerosols onto the coupled-climate-carbon cycle may be largely explained by the globally averaged cooling from the aerosols, and is proportional to the climate impact on the carbon cycle (Fig. 7c). We propose that a simple change to the simple feedback analysis of Friedlingstein et
al. (2006) can account for the majority of the globally averaged impact of aerosols in coupled-carbon-climate models. However, there are globally significant changes in carbon which can not be explained by the globally averaged cooling from aerosols, which are likely to be due to changes in regional climate driven by aerosols, or by changes in diffuse and direct radiation (e.g. Mercado et al., 2009). Inclusion of aerosols statistically significantly changes the regional climate and biogeochemistry predictions of the model.

Inclusion of realistic desert dust cycling does significantly impact the ocean biogeochemistry in our simulations, in terms of the nitrogen fixation and the ocean productivity. Our model includes iron limitation to phytoplankton growth, as well as a larger iron requirement for N-fixing organisms, making our iron and nitrogen cycles linked. Changes in desert dust significantly impact productivity and the nitrogen cycle of the ocean (Figs. 4 and 17), and having interactive dust and anthropogenic aerosols is as important or more important as changes in carbon dioxide and the resulting climate changes to the nitrogen cycle and productivity in our model (Fig. 4 and Sect. 3.1). This becomes even more true if desert dust has doubled over the past 100 years, as recently estimated (e.g. Mulitza et al., 2010; Mahowald et al., 2010), and continues to increase. Interestingly, many changes to ocean biogeochemistry seem to occur due to physical forcing of climate by aerosols instead of purely from the addition of iron: this should be further explored in future studies. Note that this model includes only the physical forcing of higher CO$_2$ onto ocean biogeochemistry and does not include changes in ocean biogeochemistry that directly result from changes in ocean uptake in CO$_2$, which are thought to be large (Hutchins et al., 2009).

There are many uncertainties in this generation of coupled-carbon-climate models, and an inclusion of more processes, such as done here and in Thornton et al. (2009), may lead to an increase in our perceived uncertainty in climate change estimates. Refinement of these models requires substantial effort of model inter-comparisons and comparison to observations to better understand how the terrestrial and ocean carbon cycles will respond to greenhouse gas and aerosol changes.

Appendix A

A1 Description of desert dust simulation

As described in the methods section, the desert dust module from (Mahowald et al., 2006a; Yoshioka et al., 2007) was incorporated into the coupled-carbon-climate model (Thornton et al., 2009). Here we briefly show the results from the desert dust model. The model aerosol optical depth was 0.024, similar to the observationally-based estimates (Reddy et al., 2005). A comparison of the modeled atmospheric surface concentration and deposition to available data (Figs. A1 and A2), shows that the model is able to capture the variability in dust concentrations and depositions over the 4 orders of magnitude seen over the globe.

A2 Carbon cycle supplement

Additionally slides describing the impact of aerosols at 2030–2049 compared to preindustrial climate for the surface temperature (A3) and carbon dioxide flux (Fig. A4) demonstrate that while the impact of aerosols at 2030–2049 is more than at 2080–2099 (shown in main text), the carbon dioxide signal dominates.

The impact of not removing the control fluxes demonstrates that even slowly varying simulations (such as our BASE or AEROSOL case) contains statistically significant carbon fluxes which disappear when the control simulation fluxes (at the same time from the beginning of the transient simulation) are subtracted (compare Fig. A5 to Fig. 10).

The relationship between CO$_2$ and temperature in these simulations is more linear than log (Fig. A6).

The differences in changes in mixed layer depths in the ocean is shown in Eq. (A7), in order to contrast with the chlorophyll figures shown in the main text and discussed in the main text.
Fig. A1. Annual atmospheric surface iron concentration measurements (a) compared to model estimates (based on 3.5% iron in desert dust) (b), and shown in scatterplot format (c). The data compilation comes from (Mahowald et al., 2009). The horizontal lines represent the uncertainties in the model because the observations are taken from cruises, and include only 1–2 days, while the model shows annual averages (described in more detail in Mahowald et al., 2008).
Fig. A2. Iron deposition rates from available measures (a) compared to model estimates (based on 3.5% iron in desert dust) (b), and shown in scatterplot format (c). The data compilation comes from (Mahowald et al., 2009).
Fig. A3. Surface temperature (K) differences for 2030–2049 relative to 1980–1999 control for each case: (a) mean change for 3 ensemble BASE case members, (b) differences from BASE case differences for interactive dust (DUST), (c) differences from BASE case for interactive aerosols (AEROSOL). Only changes significant at the 95% level are shown in color. Note that panels (b) and (c) show differences from the 3 BASE case differences from preindustrial (for example: (DUST2030-2049 minus DUST-control) minus (BASE2030-2049 minus BASE-control)).

Fig. A4. Same as Fig. A3, but for surface CO$_2$ fluxes (mg CO$_2$ m$^{-2}$ s$^{-1}$).
Fig. A5. Surface CO$_2$ flux (mg CO$_2$ m$^{-2}$ s$^{-1}$) differences for 2080–2099 versus the first twenty years of the same simulation for each case: (a) mean change for 3 ensemble base case members, (b) differences from base case differences for interactive dust (DUST), (c) differences from base case for interactive aerosols (AEROSOL), (d) difference between 2 x DUST and 0.5DUST cases, (e) differences from base case for case of NONEQ, and (f) differences from base for case of TRAJ. Only changes significant at the 95% level are shown in color. Note that panels (b), (c), (e) and (f) show differences from the 3 BASE case differences from the beginning of the simulation (for example: (DUST2080-2099 minus DUST-1870-1889) minus (BASE2080-2099 minus BASE-1870-1889)). This figure is the same as Fig. 10 in the main text, but without removing any drift in the control simulation.

Fig. A6. The modeled relationship between temperature and carbon dioxide in the BASE1 case (a), and plotted instead using a log relationship (b).
Fig. A7. Ocean mixed layer depth (m) differences for 2080–2099 versus the first twenty years of the same simulation for each case: (a) mean change for 3 ensemble base case members, (b) differences from base case differences for interactive dust (DUST), (c) differences from base case for interactive aerosols (AEROSOL), (d) difference between 2 × DUST and 0.5DUST cases, (e) differences from base case for case of NONEQ, and (f) differences from base for case of TRAJ. Only changes significant at the 95% level are shown in color. Note that panels (b), (c), (e) and (f) show differences from the 3 BASE case differences from the beginning of the simulation (for example: (DUST2080-2099 minus DUST-1870-1889) minus (BASE2080-2099 minus BASE-1870-1889)).
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