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CHAPTER I

Introduction

1.1 Global climate system

1.1.1 Energy balance in the atmosphere

Energy from the sun drives the weather and climate on the earth. The energy

is stored and transferred in different parts of the earth system. These parts are

called ‘spheres’. The earth system includes the atmosphere, the lithosphere, the

hydrosphere, the biosphere, and the cryosphere. These spheres are closely connected

with moisture, momentum, and energy exchanging between them. The weather and

the climate on the earth are affected by the change of elements in these spheres.

The main body in this research is the atmosphere, in which most of the weather

and climate phenomena take place. According to the Intergovernmental Panel on

Climate Change (IPCC), the climate is defined as:

“Climate in a narrow sense is usually defined as the ‘average weather’, or more

rigorously, as the statistical description in terms of the mean and variability of rele-

vant quantities over a period of time ranging from months to thousands or millions

of years. The classical period is 30 years, as defined by the World Meteorologi-

cal Organization (WMO). These quantities are most often surface variables such as

temperature, precipitation, and wind. Climate in a wider sense is the state, including

1
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a statistical description, of the climate system.”
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Figure 1.1: The earth’s radiation and energy balance (Kiehl and Trenberth, 1997).

The earth, as a whole, emits the same amount of radiation as it absorbs, though

with different wavelength. Figure 1.1 gives a schematic description on the earth’s an-

nual global mean energy balance, with an emphasis on the atmosphere. The average

solar radiation received at the top of the atmosphere is about 342 Wm−2 (Kiehl and

Trenberth, 1997). Part of this radiation (∼107 Wm−2) is directly reflected back to the

space by the atmospheric molecules, by the aerosols and clouds in the atmosphere,

and by the earth surface. The rest of the energy is absorbed by the atmosphere (∼67

Wm−2) and the surface (∼168 Wm−2). Besides absorbing, the atmosphere (includ-

ing clouds) and the surface also emit radiations with longer wave length to keep a

radiative balance. The amount of solar radiation emitted by the surface is larger

than the absorbed solar radiation, so there are other interchanges of energy between

the atmosphere and the surface, which includes the latent heat and the sensible heat.
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For human beings living mainly on the surface of the earth, the radiative balance

between the surface and lower atmosphere is particularly important.

Radiant energy, arranged in order of its wavelengths, is called the spectrum of

radiation. Since the temperature of the sun is much higher than that of the earth, the

spectrum of solar radiation and terrestrial radiation are much different. Figure 1.2

shows the solar and terrestrial emission spectra. The temperature of photosphere,

where most of the solar radiation received from the earth is emitted, is about 6000 K.

The wavelength for the maximum of solar radiation is 480 nm. We should note that

the solar radiation at some particular wavelengths is absorbed by different gases in

the atmosphere, so not all the radiation reaches the surface. On contrast, the mean

temperature of the earth surface is only about 283 K. Therefore most of the terrestrial

radiation has much longer wavelengths in the spectrum (centered at ∼10 µm). So the

solar radiation is often called shortwave radiation (SW) while the terrestrial radiation

is called longwave radiation (LW).

Figure 1.2: Comparison of the emission spectra of the sun and the earth. Note the
huge disparity in the amount of energy emitted by the sun (left-hand
scale) and the earth (right-hand scale). Source: PAOS Weather Lab in
Colorado University (http://wxpaos09.colorado.edu).
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Although on average, the total input and output of radiation to and from the

earth are essentially in balance, they are not in balance at every part of the earth.

The solar radiance reaching the surface depends, in part, on the solar zenith an-

gle, the absorbing gas concentrations, the aerosol concentration, size distribution

and chemical composition, the cloud amount and optical thickness, and the surface

albedo. The LW radiative flux emitted by the earth mainly depends on the sur-

face temperature, the amount of green house gases, the clouds and their properties.

Generally speaking, low latitude areas receive more energy from the sun and the

net effect here is ‘warming’, while the net effect at high latitudes is ‘cooling’. This

uneven distribution of the energy drives the latitudinal transfer of energy and the

so-called ‘general circulation’.

1.1.2 Climate change and climate forcing

Climate change is a statistically significant variation in either the mean state of

the climate or in its variability, persisting for an extended period. Climate change

can be due to a natural variability over temporal and spatial scales. For example, the

Sun’s output of energy varies by small amounts over the 11 year cycle associated with

sunspots, and this may affect the climate in the atmosphere periodically. However,

since the mid-18th century, human activities have caused more changes in the global

climate than natural changes have. The main way humans alter global climate is

by interferencing with the natural flows of energy through changes in atmospheric

composition, not by the actual generation of heat in energy use (Karl and Trenberth,

2003). A main concern is the continuing increase of the green house gases (GHG)

such as carbon dioxide (CO2) in the atmosphere due to the fossil fuel burning,

biomass burning and other human activities. This rising GHG in the atmosphere
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traps more LW radiation within the atmosphere which is then radiated downward and

increases the radiation absorbed by the surface of the earth, thereby increasing the

surface temperature and causing the global warming. Because of its negative impact

on human communities and on ecosystems, global warming is the most important

environmental problem the world faces (Houghton, 2005). Most GHGs have long

lifetimes in the atmosphere, so this effect has been clearly recorded by instrumental

observations. Figure 1.3 shows the change of global average temperature and CO2

concentrations since the year 1860.

Figure 1.3: Combined land, air and sea surface temperature since 1860. The global
mean CO2 concentrations during the same period are also shown. Source:
Climate Research Unit, University of East Anglia, UK.

Radiative forcing is a change imposed on the earth’s energy balance that has the

potential to alter global temperature. This change includes the increase of carbon

dioxide in the atmosphere, volcanic eruptions of gas and debris, and so on. Radiative

forcing is measured in watts per square meter (Wm−2). Climate response is the
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meteorological result of these forcings, such as global mean temperature change,

rainfall changes, polar ice change, or sea level changes. One of the responses we

care most is the global mean surface temperature change (∆T), which results from

the adjustment of the climate system to external forcings (∆F). The relationship

between ∆T and ∆F is denoted by a parameter called the climate sensitivity (λ).

The effects due to different changes in the climate system can be compared through

the concept of radiative forcing.

The change of many elements causes a radiative forcing of the climate. A sum-

mary on the simulated radiative forcing for the period from 1750 to 2000 and their

uncertainties is shown in Figure 1.4. The GHGs have the largest radiative forcing,

and the estimation of this forcing has a quite high degree of accuracy. The radiative

forcing due to aerosols could be of a similar magnitude as the GHG forcing. But the

uncertainty related to the aerosol forcing, particularly the indirect forcing, is very

large.

1.2 Aerosol effects on climate

1.2.1 Aerosol presence in the atmosphere

Aerosols are liquid or solid particles suspended in the atmosphere. Aerosol parti-

cles arise from natural sources, such as windborne dust, sea spray, volcano emissions,

and from anthropogenic activities, such as fuel combustion, biomass burning, con-

struction, etc.

Aerosols can enter the atmosphere through direct emissions. These types of

aerosol are called ‘primary aerosols’. Other aerosols form in the atmosphere by gas-

to-particle conversion, and they are called ‘secondary aerosols’. This gas-to-particle

conversion is mainly due to the nucleation and condensation of low-volatility gases.
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Aerosols are removed from the atmosphere by dry deposition and wet deposition.

Small particles can also be ‘removed’ by coagulation and aggregated to particles with

larger sizes.

Figure 1.5: Idealized schematic of the distribution of particle surface area of an atmo-
spheric aerosol (Whitby and Cantrell , 1976). Principal modes, sources,
and particle formation and removal mechanisms are included.

Figure 1.5 shows a schematic of the surface area distribution of aerosol particles

and their principal sources and sinks. Generally, the aerosols in the atmosphere can

be divided into several ‘modes’ according to the size of the aerosols. A three mode

division is often used: the nuclei mode (diameter < 0.1 µm), the accumulation mode
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(0.1 µm < diameter < 2.5 µm), and the coarse mode (diameter > 2.5 µm). The

sources and sinks for aerosols in different modes are different.

To consider this wide range in aerosol size spanning several orders, it is neces-

sary to develop methods of mathematically characterizing aerosol size distributions.

The number, surface area, and mass of aerosols for a size interval can be expressed

numerically. For number size distributions, most aerosols are in the nuclei mode,

while the peak in mass size distribution is usually in the coarse mode. The surface

area distribution determines the aerosol direct scattering and absorption of solar

radiance. The number distribution is important in determining how many aerosols

can be activated as cloud droplets. Of the various mathematical functions, the log-

normal distribution often provides a good fit and is regularly used in atmospheric

applications. The log-normal distribution of a quantity is given by (Seinfeld and

Pandis , 1997):

nu (lnDp) =
du

dlnDp

=
u

(2π)
1
2 lnσg

exp

(
−

(
lnDp − lnD̄pg

)2

2ln2σg

)
(1.1)

where u is the quantity of the distribution. It could be the total aerosol number

concentration, the total surface area, or the total mass concentration. Dp is the

diameter. D̄pg is the mode diameter of the size distribution, and σg is the geometric

standard deviation of the size distribution.

Unlike carbon dioxide, the distribution of the aerosols is highly variable both

spatially and temporally. Total number concentrations of aerosols in urban polluted

regions can be as high as 105 cm−3, while in remote areas it is often as low as 102

cm−3. The size distribution and chemical composition are also different in different

regions. For example, the aerosols in marine areas are mainly composed of sodium

chloride and the mean size is large. However in metropolitan area, sulfate and
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nitrate aerosols often dominate, and most of the aerosols are in the nuclei mode

and the accumulation mode. Due to their variability, global measurements are not

available for most aerosol properties. This adds great complexity to study the effect

of aerosols on climate change.

1.2.2 Direct radiative effect

Aerosols can scatter and absorb solar and thermal infrared radiation directly,

thereby altering the radiative balance of the earth-atmosphere system. This is called

aerosol direct radiative effect. Many anthropogenic aerosol types contribute this

direct effect. Sulfate and nitrate aerosols, mainly formed from fossil fuel burning

and through chemical reactions in the atmosphere, can scatter the incoming solar

radiation effectively due to their small sizes. Carbonaceous aerosols from fossil fuel

and biomass combustion also increase the aerosol optical depth and the scattering of

SW radiation. One component in carbonaceous aerosols called Black Carbon (BC)(or

soot) can also absorb solar radiation, thereby changing the thermodynamics in the

atmosphere and warming or cooling the surface. Dust particles not only scatter

and absorb solar radiation, some of them also perturb terrestrial longwave radiation.

Modeling studies show that the range in the global mean aerosol direct forcing is

-0.1∼-1.0 Wm−2 (Penner et al., 2001a), which hints that the cumulative effect by

the aerosol particles is to cool the earth surface.

1.2.3 Aerosol-cloud interaction and aerosol indirect effect

Besides this direct effect, aerosols also alter the formation processes of warm, ice,

and mixed-phase clouds and their microphysical and radiative properties. Clouds are

a very important climate regulator. They not only reflect solar incident radiation,

causing cooling, but also trap outgoing LW radiation, causing warming. Because
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clouds reflect of order 55 Wm−2, a small change in the cloud amount can have a

large impact on the climate (Ramanathan et al., 1989). Aerosols increase the cloud

droplet (Nd) and ice crystal number concentrations (Ni). They may also decrease

the precipitation efficiency and prolong cloud lifetimes, thereby having a significant

impact on the radiative balance and global climate. This effect is called aerosol

indirect effect.

Twomey (1977) first suggested that an increase in atmospheric aerosols from an-

thropogenic emissions would lead to smaller cloud droplets because the same amount

of cloud liquid water is distributed among more condensation nuclei. For the same

liquid water content, a cloud with more numerous, but smaller drops, has a higher

albedo than one with fewer, larger drops. This initialized the study on the aerosol

indirect effect.

Two types of the aerosol indirect effects are mostly mentioned: the first aerosol

indirect effect and second aerosol indirect effect. The former refers to the modula-

tion of the cloud effective radius and cloud albedo by the aerosols acting as cloud

condensation nuclei (CCN). Therefore it is also called the ‘radius effect’. Since it

was first suggested by Twomey, sometimes it is referred to as the ‘Twomey effect’. A

schematic plot of the ‘Twomey effect’ is shown in Figure 1.6. The second aerosol indi-

rect effect refers to the change of cloud precipitation rate and lifetime by the aerosols,

so it is often called the ‘lifetime effect’. The cloud amount and the cloud liquid water

content (LWC) may increase due to smaller precipitation rates and longer lifetimes.

Most people attribute the discovery of this effect to Albrecht and it is sometimes

called the ‘Albrecht effect’.

Aerosols mainly affect low altitude warm clouds. However, some recent measure-

ments showed human-induced particles, particularly BC, can change the nucleation
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Figure 1.6: Schematic plot of first aerosol indirect effect. Left part shows the pre-
industrial state. Right part shows that during present day, human ac-
tivities modify the aerosol concentration, size distribution and chemical
composition, thereby increasing the cloud droplet number concentration.
The effective radius of cloud droplet decreases and the clouds scatter
more solar radiation back to the space.

mechanism and the number concentration of high altitude cirrus clouds (Ström and

Ohlsson, 1998; Kristensson et al., 2000). This is a research field still at early stage,

and not many measurements and model simulations have been done. There are still

debates on the mechanisms and even on the sign of this effect (DeMott et al., 1997).

Other than the above effects, absorbing aerosols such as BC, have a so-called

‘semi-direct effect’. Due to their ability to absorb solar radiation, the presence of BC

can heat the atmosphere and thus tend to reduce large-scale cloud cover (Hansen

et al., 1997). BC also can change the radiative properties of the clouds, as well as

the albedo of snow and ice, when they are present in clouds, snow or ice. Sometimes

these effects are also included in the study of the aerosol indirect effect.

As stated above, aerosols affect the clouds and climate through many mecha-
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nisms. However, to study the aerosol-cloud-climate relationship is a very challenging

task. First, aerosols usually have geographically localized sources and sinks, which

vary on local to regional scales. The lifetime of aerosols is relatively short, thus

also contributing to the temporal variability in the atmosphere. The aerosol size

distribution can be very different in different regions due to their sources, and the

representation of aerosol size distribution can affect the calculation of aerosol indi-

rect radiative forcing (Chen and Penner , 2005). Therefore, although aerosols mainly

act to cool the climate, the aerosol radiative effect cannot be considered simply as

a long-term offset to the warming influence of greenhouse gases (Houghton et al.,

2001).

Second, the aerosol-cloud-climate system is a very complex system. As shown in

Figure 1.7, aerosols and clouds are an important part of current General Circulation

Models (GCM) used for estimating the climate change. Different mechanisms and

phenomena are often entangled together. Therefore, the impacts of aerosols on clouds

and climate are also complex. In addition, clouds and climate can cause positive or

negative feedbacks on the aerosol particles. These make the aerosol-cloud interaction

the most uncertain part in the climate simulations (See Figure 1.4).

1.2.4 Modeling study of aerosol indirect effects

Aerosol indirect effects are estimated from GCMs, single column models (SCMs),

or radiative transfer models by conducting a present-day simulation and a pre-

industrial simulation in which the anthropogenic emissions are set to zero. Usu-

ally, the difference in the top-of-the-atmosphere (TOA) flux (including SW and LW

radiation) of the simulation is taken as the anthropogenic aerosol indirect effect.

For warm clouds, in order to calculate the first indirect forcing or the second
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Figure 1.7: Components of the climate system and the interactions among them,
including the human component (Karl and Trenberth, 2003).
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indirect forcing, it is necessary to relate the cloud droplet number concentration to

aerosol properties. However, a detailed numerically-resolved simulation of the cloud

nucleation process is not possible in GCMs due to the high computational burden.

Therefore a parameterization relating the clouds and aerosols is needed. One simple

way is to directly relate the cloud droplet number concentration to the aerosol number

concentration, or aerosol mass concentration, or other variables denoting the aerosol

burden, based on the in-situ measurements.

Martin et al. (1994), Jones et al. (1994), Menon et al. (2002a,b), Glantz and

Noone (2000) used observations to relate cloud droplet number concentration Nd

to the aerosol number concentration for continental clouds, marine clouds, or both,

respectively. The aerosol species included in the above studies included sulfate, sea

salt and organic matter. Boucher and Lohmann (1995) summarized several sets of

measurements and fit all the datasets to a single relationship between cloud drop

number concentration and sulfate mass: Nd = 102.21+1.41log(mSO4) .

However, empirical relationships such as that by Boucher and Lohmann (1995) do

not give us any physical understanding of the cloud nucleation and growth process.

So these formulas can not be used to help us understand the physical and chemical

processes responsible for cloud nucleation. In addition, these relationships are derived

from limited measurements at particular places and times. They may provide a

relatively accurate estimation of the regional aerosol indirect effect during the time

period of the measurements. However, these relationships can not be used to estimate

the aerosol indirect effect at a global scale, or for a future scenario, since they are

not able to treat the different aerosol types.

Physically-based parameterizations have been developed to solve these problems.

In the derivation of this type of method, a concept called Cloud Condensation Nu-
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clei (CCN) is sometimes used to describe the cloud-forming propensity of an aerosol

population. CCN is the number of aerosol particles that can be activated (grow

spontaneously) at a particular supersaturation. A classical CCN spectrum first de-

scribed by Twomey can be described in the form of a power law (Twomey , 1977):

NCCN = Csk
ν,w, in which C and k are constants. Initially this formula and the two

parameters were derived based on chamber experiments. Cohard et al. (1998) sug-

gested a more general description of the activation spectra in the following form

NCCN = Csk
ν,wF

(
µ, k

2
, k

2
+ 1;−βs2

ν,w

)
, where F (a, b, c; x) is the hypergeometric func-

tion and C, k, µ, β are adjustable parameters. This extended Twomey’s parameter-

ization to a more realistic activation spectra.

To use the above CCN spectra, a maximum supersaturation obtained in an up-

lifted parcel needs to be assumed. By assuming an aerosol size distribution, the

maximum supersaturation can also be approximately estimated, and a simple form

relating cloud droplet number concentration and aerosols can be derived. A log-

normal size distribution for the aerosol particles is often used.

Ghan et al. (1993) proposed a cloud droplet parameterization: N
Na

= 1
1+dNa/w

,

where w is the updraft velocity and d is a coefficient dependent on aerosol properties.

The derivation was based on Köhler theory and a lognormal aerosol size distribution,

and growth between the time of activation and the time of maximum supersaturation

was neglected. The coefficient d was calculated for different aerosol mode radii,

different ammonium sulfate fraction in the aerosol, and a look-up table for d was

constructed.

Chuang and Penner (1995), and Chuang et al. (1997) examined two different

adding processes and two different mixing approaches for anthropogenic sulfate to

pre-existing aerosols. They derived an explicit form of the coefficient d in Ghan’s
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formula for both continental aerosols and marine aerosols from the results of a mi-

crophysical model.

Abdul-Razzak et al. (1998) presented another general parameterization that com-

bines the approaches of Twomey and Ghan et al. (1993). This parameterization

related the fraction of aerosols activated to fundamental variables grouped into four

dimensionless parameters.

Two methods for treating cloud nucleation by using the sectional representa-

tion of the aerosol size distribution have been published recently (Abdul-Razzak and

Ghan, 2002; Nenes and Seinfeld , 2003). In both these two methods, the effective

critical supersaturation of all sections is calculated based on the size and the chemi-

cal composition of the particles. And the maximum supersaturation of the parcel is

parameterized based on a numerical solution of the algebraic equations representing

the supersaturation change in an air parcel. These methods are suitable for any

sectional representation of the aerosol size distribution, and can be applied to an

arbitrary aerosol composition in each section.

However, up to now, only a few GCM modeling studies have used physically-

based cloud nucleation parameterization methods. Studies by using the above two

parameterization methods with sectional representations of the aerosol size distribu-

tions have not yet been reported. Most current estimations of the aerosol indirect

forcing considered only one or two aerosol species, and assumed simple external or

internal mixing states. The effects of highly soluble gases such as HNO3 and semi-

volatile organics in cloud nucleation processes have been studied experimentally or

theoretically, but have not been added to GCM calculations of the aerosol indirect

effect.

Modeling of the anthropogenic aerosol effect on cirrus clouds and climate is more
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difficult. Aircrafts leave behind hot humid air and aerosol particles (mainly soot

particles). These particles not only affect contrails, but also change the properties of

the pre-existing cirrus clouds. However, there are several ice nucleation mechanisms,

and their roles in forming clouds under different conditions are not very clear yet.

Basically, ice nucleation may take place through either heterogeneous or homoge-

neous freezing, or through heterogeneous deposition. The mechanisms are not fully

understood because not many measurements have been done at high altitudes where

ice forms. There are also only a few general studies on aerosol effects on cirrus. No

estimation of aerosol effects on global cirrus properties and climate has been made

at present.

1.3 Purpose and outline of this study

1.3.1 Meaning and purpose

Figure 1.4 and the above discussion shows that there is large complexity and un-

certainty in the study of aerosol indirect effect and the estimation of aerosol indirect

forcing. However, accurately quantifying this effect is crucial to the projection of

future climate change. If the aerosol indirect effect is very large, as some models

predict, then the total forcing by aerosol and GHGs which have caused the 0.6 ℃

average temperature increase of the past 100 years must be small. So the climate

sensitivity (which relates the forcing and the response) of the models is large if the

models are confined to the previous record of temperature. As Penner (2004) pointed

out, the future, then, might be more at the upper range of climate projections. But

if aerosols do not have much impact on the clouds and do not cool the temperature

much, then greenhouse gases may be only slightly masked by aerosol-induced cloud

changes, and projections of future climate might follow the more benign path.



19

In this study, we will address these problems:

1. Is there any observational evidence showing that the aerosols can change the

cloud radiative properties and the radiative balance of the earth? Can we

separate other effects from the aerosol indirect effect?

2. What is the uncertainty in the estimation of the aerosol indirect effect? Which

parameters contribute most to this uncertainty?

3. How do nitrate aerosols and nitric acid gas affect the cloud nucleation pro-

cess? What is their influence on the aerosol indirect effect? Can we derive a

parameterization considering this effect?

4. Have human beings induced aerosol affects on the cirrus clouds at high alti-

tudes? What are the mechanisms behind the ice nucleation process? Can we

give an estimation of the global forcing of this effect?

1.3.2 Outline

In Chapter II, we examine the effect of aerosols on cloud optical properties using

measurements of aerosol and cloud properties at two North American sites that span

polluted and clean conditions – a continental site in Oklahoma with high aerosol

concentrations, and an Arctic site in Alaska with low aerosol concentrations. We

determine the cloud optical depth by using a parameterization in which the shortwave

downward surface radiation is required to fit the observation. We also use a cloud

parcel model to simulate the cloud optical depth from observed aerosol properties

due to the aerosol indirect effect. We then use a radiative transfer model to calculate

the Top of the Atmosphere (TOA) outgoing shortwave fluxes at both sites. From the

good agreement between the simulated aerosol indirect effect and observed surface
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radiation, we conclude that the aerosol indirect effect has a significant influence on

radiative fluxes. The possible reasons causing the uncertainty of the calculation are

discussed and several sensitivity tests are made.

In Chapter III, we use 3-D meteorological fields together with a radiative transfer

model to examine the spatially-resolved uncertainty in estimates of the first aerosol

indirect forcing. In the reference case, we use the best estimates of the parameters

and the processes in the calculation. Uncertainties in the indirect forcing associ-

ated with aerosol and aerosol precursor emissions, aerosol mass concentrations from

different chemical transport models, aerosol size distributions, the cloud droplet pa-

rameterization, the representation of the in-cloud updraft velocity, the relationship

between effective radius and volume mean radius, cloud liquid water content, cloud

fraction, and the change in the cloud drop single scattering albedo due to the presence

of black carbon are calculated by perturbing each of these parameters. The relative

contributions of these parameters to the total uncertainty in estimating the indirect

forcing are discussed. We also analyze the spatial distribution of this uncertainty

and calculate the global mean value. This research is intended to provide a guide

for future effects in learning the detailed mechanisms and reducing the uncertainty

in the estimation of the aerosol indirect forcing.

Nitric acid gas and nitrate aerosols also affect the cloud nucleation process. In

Chapter IV, we use a chemical transport model with different aerosol thermodynamic

modules to estimate the nitrate distribution in the aerosol phase and in the gas

phase. The effect of nitrate and nitric acid gas on cloud nucleation is studied. We

also calculate the indirect forcing due to nitrate at several representative regions on

the earth under typical cloud conditions. This forcing is compared to the indirect

forcing of sulfate aerosols. The different effects of nitrate in the gas phase and in the
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aerosol phase are examined and the uncertainty is analyzed. A substitution method

is presented to account for the nitric acid gas effect, which can be used in a global

simulation.

In Chapter V, we study the effect of human-induced aerosols on high altitude cir-

rus clouds. We use two recently developed ice nucleation parameterizations together

with the aerosol concentrations from a chemical transport model to determine the

global distribution of in-cloud ice crystal number concentration. Two meteorological

fields are used and two different methods to represent the sub-grid scale variations of

relative humidity are employed. The competition between homogeneous nucleation

and heterogeneous is discussed. The results of ice crystal concentration and effective

radius are compared to measured values. By using different emission scenarios, we

employ a radiative transfer model to calculate the global forcing of aerosol effects on

cirrus clouds. The top of atmosphere (TOA) longwave (LW), shortwave (SW), and

net radiative forcings due to anthropogenic sulfate, anthropogenic soot from surface

sources, and soot generated by aircraft are discussed. The change of cirrus cloud

properties for different emission scenarios are investigated.

The final chapter gives a summary of the main conclusions of this study and

future prospects for the study of aerosol indirect effects.



CHAPTER II

Observational evidence of a change in radiative

forcing due to the aerosol indirect effect

2.1 Motivation

2.1.1 Evidence of aerosol indirect effect from observations

Aerosols serve as the cloud condensation nuclei (CCN). Therefore, the pertur-

bation of aerosol concentration, size distribution and chemical composition due to

human activities substantially modifies the microphysical and radiative properties of

clouds, thereby modulating global radiative balance and surface temperature on the

earth. Although the mechanisms that aerosol particles affect clouds and climate are

complex and the amount of this effect remains very uncertain, analysis of observa-

tional data did show some evidence of this indirect effect. Starting from the so-called

‘ship track study’, these evaluations include in-situ measurements using flight-carry

instruments and surface remote sensing instruments, and satellite measurements of

the cloud and aerosol properties.

Early evidence for the impact of aerosols on clouds and climate was the satellite

observation of the ship track signature in the marine clouds (Coakley et al., 1987;

Radke et al., 1989). High reflectivity embedded in marine stratus clouds was found

because the cloud albedo was increased due to the air pollution from ships. In-situ

22
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observations improved the understanding of this first indirect effect by examining the

difference of cloud droplet sizes between these ship tracks and adjacent clouds (Radke

et al., 1989). The exclusion of other explanations, such as the sea salt production

in the wave of ships and the heat and moisture emission from ships (Durkee et al.,

2000; Hobbs et al., 2000; Noone et al., 2000), further supports the theory of aerosol

modification on clouds.

Remote sensing instruments on satellites extended similar observations to other

pollutant sources and to continental regions. Kuang and Yung (2000) found that

the ultraviolet reflectance of coastal marine clouds measured from the Total Ozone

Mapping Spectrometer (TOMS) is generally larger when affected by the continental

pollution. The effect of smoke from biomass burning on cloud formation was also

found by the measurement of Advanced Very High Resolution Radiometer (AVHRR)

over the burning areas (Kaufman and Fraser , 1997). Satellite data also show a

negative correlation between cloud albedo and cloud droplet effective radius (Han

et al., 1998), a negative correlation between cloud droplet effective radius and aerosol

optical depth (Wetzel and Stowe, 1999), and a positive relationship between cloud

albedo and aerosol number concentration (Nakajima et al., 2001).

In-situ measurements do not cover as large an area as satellites, but they provide

more precise measurements of the aerosol and cloud properties. These measurements

also found linkages between cloud droplet effective radius and aerosol concentrations

(Yum et al., 1998), between cloud droplet number concentration and out-of-cloud

aerosol particle number concentration (Leaitch et al., 1996), and a contrast in the

microphysics in polluted and clean clouds (Twohy et al., 2001; Liu et al., 2003).

The cloud microphysics and aerosol properties are either measured directly by the

instruments in the aircraft, or retrieved by using the surface remote sensing data.
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Other than the above evidence of the aerosol effects on cloud effective radius and

albedo, measurements also show that the cloud precipitation efficiency and lifetime

are also affected by the perturbation of aerosols (Rosenfeld and Woodley , 2000).

The measurements of aerosol effect on cirrus clouds, particularly that from aircraft

soot particles, have also been reported recently (Ström and Ohlsson, 1998; Kristens-

son et al., 2000). More observational evidence can be seen in the reviews given by

Schwartz and Slingo (1996), Haywood and Boucher (2000), Penner et al. (2001b),

Menon (2004), Lohmann and Feichter (2005).

2.1.2 Motivation of this study

The above measurements inspired the research on the aerosol indirect effect. They

also provided more information for the numerical simulation study on global climate

change. However, there are still limitations of the current observational evidence.

Since cloud albedo is not only determined by aerosol particles, but also affected

by the microphysical, macrophysical and dynamical properties of the atmosphere and

clouds, some previous observations may not fully and exclusively support the aerosol

indirect effect. For instance, observations over the Atlantic Ocean (Brenguier et al.,

2000; Schwartz et al., 2002) showed no clear difference in the cloud albedo between

polluted clouds and clean clouds. This is because the effect due to smaller cloud

droplet size in polluted clouds is offset by the effect due to drier atmosphere and

thinner cloud thickness in those clouds. Twohy et al. (2001) also realized that mixing

with dry air reduces droplet formation and makes the measurements of cloud droplets

and condensation nuclei vary from one cloud to another. The large variability in

cloud types, water content and updraft velocity complicates the problem. Han et al.

(2002) pointed out the evaporation is easier for the small droplets and this would
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give a cooling, suppressing the water source from the updrafts. Therefore, in the

analysis of observations on the aerosol indirect effect, the effect due to cloud water

content must be separated (Brenguier et al., 2003).

Some observations shown above only linked aerosol number concentration and

cloud droplet concentrations or effective radius, but they did not show the impact of

these indirect effects on radiative fluxes. Other observations showed a clear difference

of cloud radiative properties between polluted and clean regions, but the conclusion

that this difference is mainly due to the difference in aerosol properties still lacks

adequate support from the evidence. Satellite-based remote sensing instruments

for measuring the aerosol indirect effect show large disparities in the magnitude of

the effect, partly due to the different types of clouds measured by each instrument

(Rosenfeld and Feingold , 2003). Therefore, as Haywood and Boucher (2000) pointed

out, until now there are no convincing observations showing the entire chain of pro-

cesses of the aerosol indirect effect from enhanced aerosol concentrations to enhanced

cloud albedo on a scale large enough to influence significantly the earth’s radiation

budget.

Here in this chapter we provide observational evidence for a substantial alteration

of radiative fluxes due to the indirect aerosol effect. Surface measurements of aerosol

concentration and composition, as well as the surface radiative fluxes, are used to

examine this effect. In our research, we differentiate the cause of different cloud

albedo in polluted area and clean area due to the difference in aerosols and in liquid

water path (LWP). We also show that the difference in aerosol properties does affect

the TOA radiative flux.
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2.2 Method and model description

2.2.1 Overview of this study

We examine the effect of aerosols on cloud optical properties using measurements

of aerosol and cloud properties at two North American sites that span polluted and

clean conditions – a continental site in Oklahoma with high aerosol concentrations,

and an Arctic site in Alaska with low aerosol concentrations. We determine the cloud

optical depth required to fit the observed shortwave downward surface radiation. We

then use a cloud parcel model to simulate the cloud optical depth from observed

aerosol properties due to the aerosol indirect effect. We also use a radiative transfer

model to calculate the Top of the Atmosphere (TOA) outgoing shortwave fluxes in

both sites. From the good agreement between the simulated aerosol indirect effect

and observed surface radiation, we conclude that the aerosol indirect effect has a

significant influence on radiative fluxes.

The Southern Great Plains (SGP) site is centered at 36◦37′ N, 97◦30′ W, in Ok-

lahoma, and is a typical continental site with high aerosol number concentrations

(500-600 cm−3 for particles with diameter between 0.1 and 10 µm, and 1,000-10,000

cm−3 for total condensation nuclei (CN) concentration) and composition of mixed-

continental origin. The North Slope of Alaska (NSA) site is located at 71◦19′ N,

156◦37′ W, in Barrow, Alaska, and is a typical Arctic site with low aerosol con-

centrations (CN concentration of 99 ± 120 cm−3 for this study) and composition

determined partly by sea-salt particles. The geographical locations of these two sites

are shown in Figure 2.1.

The Atmospheric Radiation Measurement (ARM) Program provides a unique

opportunity to study the relationship between aerosol, cloud, and climate. ARM

is a multi-laboratory, interagency program, which focuses on obtaining continuous
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SGP NSA

Figure 2.1: Geographical locations of two sites used in this study: Southern Great
Plains (SGP) and North Slope of Alaska (NSA). The SGP site is centered
at 36◦37′ N, 97◦30′ W, in Oklahoma. The NSA site is located at 71◦19′

N, 156◦37′ W, in Barrow, Alaska. SGP is a typical continental site with
high aerosol number concentrations, while NSA is a typical Arctic site
with low aerosol concentrations.

field measurements and providing data products that promote the advancement of

climate models. SGP and NSA are two of the main sites that represent a broad range

of weather conditions. In these sites, a comprehensive set of instruments is available

for measuring the atmospheric, aerosol, cloud, and radiative properties. A detail

description of the instruments and the method of these measurements is available in

the ARM website: http://www.arm.gov.

The time periods in this study were from 1 May to 30 September 2000 at the

ARM NSA site, and from November 1996 to November 1998 at the ARM SGP site.

During these two time periods the cloud temperatures at both sites are above -13

℃ for most of the time, so that clouds at both sites can be viewed mostly as liquid-

phase and liquid-dominant mixed-phase clouds. The aerosol indirect effects on cirrus

clouds and climate will be discussed in Chapter V.



28

2.2.2 Model description

Based on the measured aerosol properties, the cloud droplet number concentra-

tions are calculated by using a size-resolved parcel model with detailed microphysics

of nucleation. The model is a one-dimensional adiabatic model based on Liu and

Wang (1996) and Liu and Seidl (1998). The closed air parcel, which includes dry

air, water vapor and particles, is lifted with a constant updraft velocity (see Figure

2.2). Detailed growth of water vapor on aerosol particles, as well as the change of

microphysics and thermodynamics, is recorded in this uplifting.

w

Air parcel with cloud droplets and institial aerosols

Air parcel with aerosol particles

Figure 2.2: Schematic picture of the cloud nucleation parcel model. Some aerosols
are activated to form cloud droplets in the updraft process due to the
cooling and water condensation.

The growth of a cloud droplet radius r is given by:

r
dr

dt
=

S − Se

ρwR′T
D′ves(T )

+
(

L
R′T − 1

)
LρwSe

K′
aT

(2.1)

S is the ambient vapor saturation ratio, which is the vapor pressure divided by

saturation vapor pressure over a plane water surface at the same temperature, es (T ).

R′ is the individual gas constant for water vapor. ρw is the density of liquid water.
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T is the temperature. L is the latent heat of vaporation. D′
v and K ′

a are modified

vapor diffusivity and thermal conductivity considering the size effect (Pruppacher

and Klett , 1997).

Se is the equilibrium vapor saturation ratio, which depends on aerosol size and

chemical composition. The formula for Se is:

ln (Se) =
A

r
− B

r3

r3
ins
− 1

(2.2)

in which

A =
2σw

R′Tρw

,

B =
6nsMw

πρw

1

8r3
ins

=
nsMw

4
3
ρwπr3

ins

,

ns =
4

3
πr3

0ρp

∑

k

(
mk∑
k mk

× γk

Mk

)
,

and σw is the surface tension. Mw is molecular weight of water. rins is the radius of

insoluble core. r0 is the radius of dry particle. ρp is the density of aerosol particle.

γk and Mk are number of ions and molar mass of electrolyte k. mkP
k mk

gives the mass

fraction of electrolyte k.

The first term in the right side of Equation 2.2 accounts for the so-called Kelvin

effect, which is the increase of vapor pressure required for equilibrium due to the

increase in the curvature associated with the decrease in r. The second term in

the right side denotes the Raoult effect, or the solution effect, which reflects the

decrease of equilibrium vapor saturation due to the presence of dissolved substances.

Figure 2.3 gives an illustration of these effects. The solution effect dominates when

the radius is small. These small droplets are in stable equilibrium with the vapor at

relative humidity around 100%. When the ambient humidity surpasses the maximum

S in the curve (called critical saturation Scr), the particle can grow spontaneously to

cloud droplet size, and we say that the condensation nuclei is ‘activated’.
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Figure 2.3: Equilibrium saturation ratio of a typical solution droplet. This Köhler
curve is affected by the curvature effect and the solution effect. These
two effects are shown in the plot as dashed lines. The solid line shows
the results of the combination of these two effects.

In the lifting parcel, other prognostic parameters such as the water vapor mixing

ratio, temperature, air pressure, and vapor saturation ratio are computed as follows.

Change of water vapor mixing ratio qv and liquid water mixing ratio qL:

dqv

dt
= −dqL

dt
= −4πρw

ρa

∫ ∞

0

(
r2n (r)

dr

dt

)
dr (2.3)

Change of temperature T :

dT

dt
= −L

cp

dqv

dt
− g

cp

W (2.4)

Change of air pressure P :

dP

dt
= −(1 + qv) PgW

Rd + qvR′ (2.5)

Change of vapor saturation ratio S:

dS

dt
= −S

(
L

R′T 2

dT

dt
+

g

RdT
W

)
+

S

qv

dqv

dt
(2.6)
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In the above equations, ρa is the density of the atmosphere. n(r) is the number

density of aerosols with radius r. cp is the specific heat of the air at constant pressure.

g is the acceleration of gravity. W is the updraft velocity of the air parcel.

The aerosol and cloud droplet considered in this parcel model are size-resolved,

i.e., we grouped aerosol particles with similar dry size at the beginning of simulation.

These groups form different size bins. The aerosol particles in each bin have the

same chemical composition. In order to use the measured ion concentrations, in

this model, the ions are distributed to electrolytes according to the water activity of

their saturation solution. Once the electrolyte concentrations are obtained, the mean

hygroscopicity and density of the droplet can be calculated. In the chemical part of

this parcel model, the dilution of ion concentrations due to condensation growth of

droplets, and the gas-liquid phase mass transfer. At each time step, PH values, mean

hygroscopicity and density of dry sizes of particles within droplets are updated.

The radiative transfer modeling is based on LLNL Solar Radiative Transfer Model

(SRTM) (Grant et al., 1999). This model accepts trace gas mixing ratios, aerosol

amounts and compositions, cloud types, properties and fractions from the external

climate or chemistry model. It returns the SW radiative fluxes and heating rates

back to the external model.

LLNL SRTM has layered structure vertically. A two-stream solution algorithm

incorporating a layer adding technique is used to evaluate the shortwave fluxes at

layer edges. Sources of diffuse radiation are calculated using the δ-Eddington algo-

rithm described by Joseph et al. (1976).

The optical property driver (OPD) generates optical depths, single-scattering

albedos, and asymmetry factors by taking physical information given by an external

model. In this study, our major concern is the change of cloud optical properties
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caused by the change of cloud droplet number concentration. This is obtained by

relating the cloud droplet effective radius to the cloud droplet number concentration.

A detailed calculation of cloud optical depth is shown in the following section.

2.2.3 The input data for simulation

As introduced above, we used a warm-cloud adiabatic parcel model to examine

the effect of aerosols on cloud droplet number concentration. The parcel model

requires that we specify the aerosol size distribution, total number concentration,

chemical composition, and updraft velocity. Then, we estimated the cloud optical

depth using the measured cloud properties (cloud geometric thickness and cloud

liquid water path(LWP)). Cloud geometric thickness is the difference between the

cloud top height and the cloud base height.
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Figure 2.4: Aerosol number concentrations measured at the SGP and NSA site.
Hourly mean concentrations of condensation nuclei (CN) are shown in
group, according to their appearance in the Julian day of the year. The
data are based on 1997 surface measurements at the SGP site and 2000
measurements at the NSA site.

The concentrations of aerosol particles at the surface are obtained from the

Aerosol Observation System (AOS) (Sheridan et al., 2001), which is conducted by

NOAA Climate Monitoring and Diagnostics Laboratory (CMDL). The TSI (Model
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3010) condensation nuclei counter (CNC) measures the total number concentration

of condensation particles of diameter in the size range from 10 nm to 3 µm. The

PMS (Model PCASP-X) Optical particle counter (OPC) measures the particle num-

ber concentration in 31 size channels from 0.1 to 10 µm diameter at SGP site. These

data are available approximately daily at each site. Figure 2.4 shows a sample plot

of daily mean data of aerosol concentrations at the SGP and NSA site.

No direct measurements of aerosol size distribution were available. However,

typical continental and marine size distributions are available from a number of

measurements (Penner et al., 2001a). Moreover, for the SGP site, ARM provided

measurements of the total aerosol concentration with diameter > 0.1 µm. So we

developed a 2-mode lognormal size distribution that fitted both the total CN con-

centrations and the number concentration with diameter > 0.1 µm. We assumed

that mode 1 had a mean diameter equal to 0.02 µm and a geometric standard devia-

tion of 1.1, while mode 2 had a mean diameter of 0.08 µm and a geometric standard

deviation of 1.75. For the NSA site, based on aerosol composition, we initially used

either a typical marine size distribution (a single-mode lognormal size distribution

with a mean diameter equal to 0.19 µm and a geometric standard deviation of 1.5)

or a typical continental size distribution. Figure 2.5 shows the size distributions of

the aerosol populations in the SGP and NSA site.

The aerosol ion compositions are measured by Quinn et al. (2002). The SGP site

is a typical inland site in which the insoluble part is dominant. Ammonium sulfate

is the main soluble substance. In the NSA site, sea salt fraction is as large as 30%.

Nitrate is not an important component in both sites. The average measured aerosol

chemical composition is shown in Table 2.1.

The cloud-top height is derived from Millimeter Wavelength Cloud Radar (MMCR)



34

 

    

D
ro

p
le

t 
ra

d
iu

s
,µ

m
D

ro
p
le

t 
ra

d
iu

s
,µ

m

dN/dr, cm  µm
-3-1

dN/dr, cm  µm
-3-1

0
.0

1
0

.1
1

1
0

0
.0

1
0

.1
1

1
0

00
.51

1
.522
.5

*1
0

6

0

2
0

0

4
0

0

6
0

0

8
0

0

1
0

0
0

1
2

0
0

0
.0

1
0
.1

1
1
0

1
0-2

0

1
0-1

5

1
0-1

0

1
0-5

1
00

1
05

1
01

0

0
.0

1
0
.1

1
1
0

1
0-3

0

1
0-2

5

1
0-2

0

1
0-1

5

1
0-1

0

1
0-5

1
00

1
05

F
ig

u
re

2.
5:

A
er

os
ol

si
ze

d
is

tr
ib

u
ti

on
u
se

d
in

th
is

st
u
d
y.

2-
m

o
d
e

lo
gn

or
m

al
si

ze
d
is

tr
ib

u
ti

on
is

u
se

d
fo

r
th

e
S
G

P
si

te
.

M
o
d
e

1
h
ad

a
m

ea
n

d
ia

m
et

er
of

0.
02

µ
m

an
d

a
ge

om
et

ri
c

st
an

d
ar

d
d
ev

ia
ti

on
of

1.
1,

w
h
il
e

m
o
d
e

2
h
ad

a
m

ea
n

d
ia

m
et

er
of

0.
08

µ
m

an
d

a
ge

om
et

ri
c

st
an

d
ar

d
d
ev

ia
ti

on
of

1.
75

.
A

t
th

e
N

S
A

si
te

,
a

si
n
gl

e-
m

o
d
e

lo
gn

or
m

al
si

ze
d
is

tr
ib

u
ti

on
w

it
h

a
m

ea
n

d
ia

m
et

er
of

0.
19

µ
m

an
d

a
ge

om
et

ri
c

st
an

d
ar

d
d
ev

ia
ti

on
of

1.
5

is
u
se

d
.

T
h
e

in
se

rt
ed

p
lo

ts
h
av

e
lo

ga
ri

th
m

y
ax

is
.



35

Table 2.1: The averaged concentrations and fractions of each ion at the SGP and
NSA site are calculated based on measurements. In this table, concentra-
tions of sodium ion and chlorine ion are added together to denote the total
concentration of sodium chloride (sea salt). Concentrations of ammonium
ion and sulfate ion are added together to denote the total concentration of
ammonium sulfate. The undetermined fraction is assumed to be insoluble.

SGP NSA
ug/m3 Percentage ug/m3 Percentage

NaCl 0.13 0.88 0.48 29.92
(NH4)2SO4 4.36 29.10 0.54 33.28
Insoluble 9.79 65.26 0.51 31.63
NO−

3 0.40 2.69 0.03 1.88
K+ 0.10 0.63 0.01 0.57
Mg2+ 0.03 0.17 0.02 1.49
Ca2+ 0.19 1.25 0.02 1.21

reflectivity profile, and the cloud-base height is derived from laser ceilometer mea-

surements (Dong and Mace, 2003). Since the laser ceilometer is sensitive to the

second moment of the particle distribution instead of the sixth moment like the

MMCR, the ceilometer provides a more faithful estimate of cloud base. We aver-

aged the available 5min data to 1hr mean data. Cloud geometric thickness is the

difference between cloud-top and cloud-base height. At the NSA site, most clouds

considered in this study have cloud base at 60∼110 m, cloud top at 200∼500 m,

and cloud height from 100m to 500m. At SGP site, most clouds have cloud base at

90∼1300 m, cloud top at 600∼2300 m, and cloud height from 500m to 2100m. The

cloud LWP is the vertical integral of cloud liquid water content. The value of LWP

is derived from microwave radiometer brightness temperatures measured at 23.8 and

31.4 GHz using a statistical retrieval method (Liljegren et al., 2001).

We estimated the vertical velocity for each time period based on the average

updraft velocity and the turbulent kinetic energy (TKE) from the Model Output
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Location Time Series (MOLTS) data provided by the National Centers for Envi-

ronmental Prediction using w = w + c
√

TKE , where w is the large scale updraft

velocity and c=0.7 (Lohmann et al., 1999a). In the later sensitivity test, we will show

that the modeled cloud optical depth is not sensitive to updraft at the NSA site, and

would be very similar at the SGP site had we used the maximum millimeter cloud

radar Doppler values for the updraft velocity.

2.2.4 Selection of cloud events

In this study, we are mainly concerned with the low altitude stratiform clouds.

Some cloud events may not be suitable for this study since they include ice crystals,

or have too low solar zenith angle or too large cloud thickness. A data filter is needed

for the cloud event selection and assuring the quality of calculation.

We established five criteria for choosing the cloud events under which cloud prop-

erties can be estimated using the retrieval method. These are: (1) only single-layer

and overcast low-level stratus clouds are present as determined from cloud radar

observations, (2) the cosine of solar zenith angle (θ0) is larger than 0.2, (3) the range

of solar transmission is between 0.1 and 0.7, (4) LWP is between 20 and 600 gm−2,

and (5) cloud top height is less than 3 km. These selection criteria favor liquid water

shallow clouds and make it suitable for radiative transfer calculation. We identified

approximately 300 hours of the stratus clouds (more than 3,600 samples at 5-min

resolution) that satisfied these five criteria at the NSA site and 500 hours at the SGP

site.

In addition to these criteria, for examining the effects of aerosols on clouds we

also required that the atmosphere be well mixed below cloud base. The criterion of a

well-mixed atmosphere below cloud base enables us to calculate the aerosol number
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concentration at cloud base (N ′
a) by using the measured surface concentrations (Na)

assuming that the aerosol mixing ratio is constant with altitude: N ′
a = Na× P ′

P
× T

T ′ ,

where P and T are pressure and temperature at surface, while P ′ and T ′ are pressure

and temperature at cloud base. This criterion was satisfied by requiring that the

water vapor mixing ratio measured by the ARM rawinsonde sounding near the cloud

base and that near the surface were within ±15%. This is shown in Figure 2.6.

Rawinsonde data are available for each day near local noon. These additional criteria

reduced the number of cases for further analysis to 28 at the SGP site and 109 at

the NSA site.
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Figure 2.6: Well mixing from the surface to the cloud bases is shown by comparing
the water vapor mixing ratio at surface and cloud base. The data of
vapor mixing ratio are recorded by the radiosonde launched at a time
close to each cloud event. The uncertainty of the radiosonde facility is
larger at the initial launching and at the cloud base, so we used the data
a little bit above surface and a little bit below the cloud base.

Figure 2.7 shows a typical temperature profile of a selected cloud event which

was recorded by the instruments in the rawinsonde balloons. This cloud has a low

altitude (50∼230 m). The temperature of cloud top is about -2.5 ℃. The temperature

in clouds decreases almost linearly.



38

-4 -2 0 2 4 6 8 10 12 14 16

0

100

200

300

400

500

600

700

800

900

1000

H
e
ig

h
t 

(m
)

Temperature (
o
C)

Cloud Base

Cloud Top

Figure 2.7: A vertical temperature profile recorded by the radiosonde for a selected
case at the SGP site. The time period of this case is Aug 29th, 19:00-
20:00 (local time). The launching time of the balloon is 22:40 at the
same day. The cloud top and cloud base height shown in this plot are
measured by millimeter wavelength cloud radar and ceilometer.

2.3 Relationship between cloud optical depth and cloud LWP

2.3.1 Calculation of cloud droplet number concentration

Detailed cloud parcel model and the data of aerosol properties were used to

estimate the cloud droplet number concentration. As shown in Equation 2.6, the

change of vapor saturation ratio S is a combination of two effects. The cooling in

the updraft causes the decrease of saturation vapor pressure, thereby increasing the

water vapor saturation ratio. On the other hand, the deposition of water vapor on

droplets lowers the vapor concentration in the atmosphere, causing a decrease of

S. At the start of the period of uplifting, the second effect is small since the total

surface for deposition is small. So the value of S increases, and the speed of change

depends on the updraft velocity. When S surpasses the equilibrium vapor saturation

ratio Se for the aerosols in certain size bins, these aerosols tend to grow. And as
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S is larger than the critical saturation Sc, the droplets in those size bins can grow

spontaneously. With more vapor deposition on the droplets, the size of particles

increases, and the second effect becomes more and more important. Once the second

effect becomes dominant, S reaches the maximum value(Smax) and starts decreasing

from then on. A typical evolution of Smax in the uplifting is shown in Figure 2.8.
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Figure 2.8: Evolution of saturation ratio in the uplifting air parcel is recorded in
the nucleation model simulation. The aerosols are assumed to be pure
ammonium sulfate and the number concentration is 1000 cm−3. A log-
normal distribution with mode radius 0.05 µm and standard deviation
1.9 is used for the aerosol population. Other simulation conditions are:
T = 288 K, P = 900 mb, w = 40 cm/s. The number concentration of
aerosols that are activated as cloud droplets is also shown in the plot.

The number of cloud droplets (Nd) is calculated by counting the number of par-

ticles in the size bins where the vapor saturation ratio S is larger than the critical

saturation Scr. Our simulation of S and Nd starts at tstart and ends at tend, where

(tend − tSmax) = 2 (tSmax − tstart). tSmax is the time when the maximum saturation
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vapor is achieved. At tend, the ambient saturation ratio and the calculated Nd are

almost stable.

The CCN spectrum is the number of aerosol particles that are activated as a

function of supersaturation ratio (Ss = S − 1). For the measured aerosol concentra-

tion and composition, we can vary the updraft velocity in the model and use this

means of varying the supersaturation to determine the number of activated aerosols.

A fit to the standard relationship for cloud condensation nuclei (CCN) as a function

of supersaturation (S), CCN=cSk
s , yields c=371±172 and k=0.39±0.11 for the SGP

site, and k=0.31±0.31 for the NSA site (c was not computed for the NSA site because

almost all aerosols are activated at this site). These values for k at SGP and NSA

sites are very close to the values originally suggested for continental and marine air

(Twomey and Squires, 1959).

2.3.2 Calculation of cloud optical depth

In this section, we will derive the formula for the cloud optical depth (τc) which

can be calculated from Nd and cloud LWP.

The original form of cloud optical depth is (Seinfeld and Pandis , 1997)

τc = πQextNd

∫ H

0

r2
sdh (2.7)

where Qext is the extinction coefficient, which is assumed to have a value of 2 since

the size of the cloud droplets is generally much larger than the mean free path of the

water vapor molecules. rs is the surface mean radius.

Measurements have shown that the liquid water actually increases with the height

above cloud base (Martin et al., 1994). So in this calculation, the liquid water content

is assumed to increase linearly from the cloud base: LWC = Cwh. Cw is a constant.

Based on the integration formula LWP =
∫ H

0
LWCdh, Cw can be calculated by
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Cw = 2LWP
H2 , in which H is the cloud geometrical thickness.

The effective radius re is related to volume mean radius rv based on measure-

ments: r3
v = kr3

e . Since according to definition, re = r3
v/r

2
s , the surface mean radius

can be transformed to the volume mean radius: r2
s = k1/3r2

v. So we can represent τc

as a function of rv:

τc = πQextNdk
1/3

∫ H

0

r2
vdh (2.8)

Based on the fact LWC = 4
3
ρwNdπr3

v and the assumption LWC = Cwh, the

volume mean radius can be represented as

rv =

(
3Cwh

4ρwNdπ

)1/3

(2.9)

Substitute the rv value in Equation 2.8 with this formula, we can easily find

τc ≈ (kπNd)
1/3

(
Cw

ρw

)2/3

H5/3 (2.10)

Since H =
√

2LWP
Cw

we finally get

τc ≈ 1.765 · (kπNd)
1/3 ρ−2/3

w C−1/6
w LWP 5/6 (2.11)

where ρw is the liquid water density. This is the equation we use to calculate cloud

optical depth in this study.

Most studies in the literature use k=0.67 for continental air, and k=0.80 for

marine air, based on the measurements given in Martin et al. (1994). However, k is

a constant representing the shape of droplet spectrum, and is mainly related to the

relative spectral dispersion (β). Liu and Daum (2002) summarized the dispersion of

cloud droplet size distribution and the number concentration of cloud droplets. The

increase in Nd may cause a broader size distribution because more small particles
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are activated. Based on the data in Liu and Daum (2002), We fit a formula for k as

a function of Nd:

k = [
(
5.0× 10−4 ×Nd

)
+ 1.18]−3 (2.12)

The original data and the fitting line are shown in Figure 2.9. The unit used for Nd

is cm−3.
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Figure 2.9: The fitting of dispersion coefficient as a function of droplet number con-
centration. Filled circles are the measured data given by Liu and Daum
(2002). The solid line shows the regression. β is another form showing
the relationship between effective radius and volume mean radius, and
β = k−1/3.

2.3.3 Comparison of cloud optical depth and LWP relationship

Dong et al. (1997) developed a parameterization method to derive cloud optical

depth (τc) by requiring that a δ-2-stream radiative transfer model match the observed

downward broadband shortwave flux by Eppley precision spectral pyranometer (PSP)

at the surface, and validated its use by comparison with in situ aircraft data. The
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measurement uncertainty of PSP is ±6.0%, or 10 Wm−2 for global mean downwelling

SW radiation (Stoffel , 2004). Figure 2.10 shows the relationship between the derived

τc and the cloud LWP by using this method at both the SGP and NSA sites. In

this figure, the LWP is derived from microwave radiometer brightness temperatures

at 23.8 and 31.4 GHz using a statistical retrieval method. There is a significant

difference in the slope of the relationship between cloud optical depth and LWP at

these two sites. If this difference is really due to the difference in aerosol properties in

the two sites, we can use the measured aerosol properties and detailed Nd simulation

to reproduce these relationships. Below, we show that this difference can be explained

by the indirect aerosol effect.

Figure 2.11 shows the τc ∼ LWP calculated by using the parcel model. The line

in each curve shows the relationship needed to match the observed surface shortwave

broadband flux, which are the same as the red lines in Figure 2.10. The points shown

by the grey dots at the NSA site have CN number concentration greater than 200

cm−3 and used the original single-mode size distribution. Because it is likely that

higher CN number concentrations are indicative of the presence of a nucleation mode

in the size distribution, we added a small lognormal mode (as used at the SGP site)

to the single-mode distribution at the NSA site for these points (with the average

ratio between the large and small modes that was found at the SGP site). The

adjustment of size distribution to the 2-mode distribution improves the fit between

the parcel model results for cloud optical depth and that required to fit the shortwave

broadband flux.

Regression formula and statistical properties of the τc ∼ LWP at both sites are

calculated based on the simulated results. These data are shown in Table 2.2 together

with the statistical data from Dong et al. (1997).
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Our study shows that the cloud optical depth required to fit the surface down-

ward shortwave flux at both the SGP and NSA sites can be explained by the aerosol

indirect cloud effect. Two different ways are used to derive the τc ∼ LWP rela-

tionship, one from the retrieval method by assuring the radiative fluxes match the

surface measurements, one from the physically-based numerical calculation by using

the measured aerosol properties. The results from both methods show similar differ-

ence in the two sites representing different extent of pollution. The use of a parcel

model to determine the cloud droplet number concentration enables us to separate

the effect of the cloud LWP and cloud droplet number concentration on the cloud

optical depth.

Table 2.2: Comparison of statistical properties derived from Figure 2.10 and Figure
2.11. The regression and statistics of c are calculated based on formula
ln(τc) = aln(LWP )− b.

Mean cloud optical depth Number of samples Root mean square
SGP NSA SGP NSA SGP NSA

A 25.1 12.9 6045 3631 7.2 3.64
B 18.4 7.4 28 109 5.3 4.1

A: τc is obtained by assuring the radiative transfer model fit the observed surface shortwave radiative
flux.
B: τc is obtained from the parcel model simulation based on surface measurements of aerosols.

The large spread in the derived cloud optical depth from surface radiation mea-

surements shown in Figure 2.11 can result from effects that are not taken into account

in the parcel model: entrainment, drizzle formation, and ice formation and splinter-

ing. But could any of these processes contribute to a difference in the observed slope

between the two sites?

Stratus clouds can entrain dry air though cloud top and propagate through the

cloud layer. For example, Lawson et al. (2001) determined that only 9 of the 21
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cloud slant profiles that were sampled during FIRE ACE were for ‘adiabatic’ clouds.

More entrainment at the NSA site than at the SGP site could cause the slope of

the relationship between cloud optical depth and cloud LWP to both decrease or to

increase. For example, if we assume that entrainment decreases the LWC at the top

of the cloud in the model simulations by 1/2 its adiabatic value (and entrainment is

linear with height above an adiabatic cloud base), then the slope of the optical depth-

LWP relationship increases from its value of 0.31 in the base case to 0.33 in the case

of entrainment. If the LWC and the droplet numbers both decrease by 1/2 at cloud

top then the slope is reduced to 0.29. In either case, the model-predicted relationship

is still in good agreement with the measured relationship. Some of the scatter in the

measured relationship shown in Figure 2.11 may be due to entrainment, but we think

the difference between the NSA site and the SGP site can not be explained by more

entrainment at one site compared to the other.

Mixed phase clouds were present about half the time in the FIRE ACE mea-

surements reported by Lawson et al. (2001) and may also be important in some of

the Arctic stratus clouds that we include in our study, but they probably do not af-

fect the downward solar transmission and microwave radiometer-derived cloud LWP

very much because compared to water drops large ice crystals lead to more forward

scattering that compensates to some extent for the direct solar transmission loss at-

tenuated by the ice particles (Dong et al., 2001). If ice clouds form, they would need

to form on an ice nucleus at these high temperatures (rather than forming through

a homogeneous freezing mechanism), but the concentrations of ice nuclei are only of

order 1 L−1 at -10 ℃ (and smaller at higher temperatures) using the Meyers et al.

(1992) relationship and are even lower using the Fletcher (1962) curve. Because the

CCN concentrations that we predict are much higher than this (about 55 cm−3 on
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average with a range from 7 to 180 cm−3 at the NSA site), the modeled relationship

between cloud optical depth and LWP would fall far below the measured red line in

Figure 2.11 of the paper if we had used the Meyers method for predicting the ice

concentration. On the other hand, if mechanisms such as the Hallet Mossop effect

led to splintering of the ice particles with many more ice particles than drops, then

the modeled cloud optical depth could be higher than the average measured relation-

ship. But studies of ice splintering in Arctic clouds show that even when this occurs,

the average numbers of ice particles are smaller than the average droplet numbers

predicted here (Rangno and Hobbs , 2001). Ice particle production and splintering

mechanisms no doubt contribute to some of the observed scatter in the relationship

at the NSA site shown in Figure 2.11. However, neither the observed LWP nor the

observed optical depth is very sensitive to the presence of ice particles (Dong et al.,

2001).

Nd is calculated by a cloud nucleation parcel model and drizzle was not included

in the model. Precipitation was measured at the surface at the SGP site and it was

zero for the cases that we included in the model. The formation of drizzle at the NSA

site is evident from the Doppler velocities shown in Figure 2.12. This would have led

to larger average droplet sizes (and lower droplet number concentrations and cloud

optical depths) than we predicted using the parcel model for a given LWP. So the

slope of the τc ∼ LWP relationship would have decreased compared to that shown in

Figure 2.11. Because cloud optical depth is proportional to the droplet concentration

to the 1/3 power, if drizzle had decreased the droplet number associated with the

measured LWP by 1/2, the cloud optical depth would have decreased by a factor of

0.8. Presumably, the occurrence of drizzle might also explain some of the scatter in

the observed points, though Dong et al. (1997) show that the retrieved optical depth
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is not very sensitive to drizzle as long as drizzle is less than 25% of the total LWP.

The downward measured Doppler velocities at cloud base at the NSA site shown in

Figure 2.12 show that there is some drizzle, but they do not show the fraction of

LWP associated with drizzle. The drizzle at this site is probably associated with ice

particles which do not affect either the microwave radiometer-derived LWP (because

ice particles have much smaller absorption coefficients than liquid water droplets

(Liu and Curry , 1998; Dong et al., 2001)) or the cloud optical depth retrieved from

the surface pyronometer data (Dong et al., 1997) as long as the LWP associated

with the drizzle is less than 25% of the total LWP. If the drizzle at the NSA site

was formed from warm cloud processes, and if it was significant enough to affect the

measured cloud optical depth (i.e. if it explains more than 25% of the LWP) for a

given LWP, then the warm cloud microphysics model (with drizzle included) could

not match the observed cloud optical depth for a given LWP, because the predicted

cloud optical depth for a given LWP with the warm microphysics model without

drizzle is the maximum cloud optical depth that is possible to predict, given only

warm cloud microphysics. Thus, it is unlikely that the measured cloud optical depth

is significantly affected by warm rain drizzle.

2.4 Sensitivity tests

The uncertainties in the input data may also contribute to the spread in the plot

of relationship between τc and LWP. Here we make some sensitivity tests to examine

the effect of these uncertainties.

2.4.1 Updraft velocity

The in-situ measured vertical velocities vary from downdrafts to updrafts as large

as 1 m−1 in clouds of the type we are modeling (Lawson et al., 2001), but we do not
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have in-situ velocities available for the time period of our study, so it is not possible

to compare the velocities used in our study (which were derived from the MOLTS

data) with in situ data. If we assume the MMCR Doppler velocity near cloud base

is the same as the cloud updraft velocity and that this is the same as the updraft of

the air parcels entering cloud base, we can compare the vertical velocities from the

MOLTS model to the remotely sensed MMCR Doppler velocities. Figure 2.12 shows

the hourly mean Doppler velocity for each case as well as the maximum values and

the minimum values recorded in each hour together with the MOLTS velocity used

in the adiabatic model for the cases used in our study. The hourly mean Doppler

velocity (plotted as negative if the drops are moving downward) is often less than zero,

indicating some drizzle especially at the NSA site. The maximum values of Doppler

velocity are greater than zero at the SGP site, so we assumed these were not affected

by downdrafts or drizzle and compared the relationship between the cloud optical

depth and LWP using the maximum Doppler vertical velocity to that derived from

the MOLTS model mean vertical velocity and TKE. It is nearly identical to our base

case (see Figure 2.13). At the NSA site, the modeled relationship is not very sensitive

to updraft velocity, because almost all of the particles activate and form drops at this

site since CN concentrations are so low. For both sites, however, we may conclude

that uncertainties in the vertical velocity at cloud base do not change the conclusion

that the model-derived relationship is similar to the relationship derived from the

surface radiation.

2.4.2 Cloud top height

The uncertainty of MMCR cloud top height at both the SGP and NSA sites

is 45 meters. We did the simulation again with the cloud top from measurement
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Figure 2.12: Vertical velocity used in the adiabatic model calculation (labeled
MOLTS) and that from the hourly mean derived from the 5-minute
millimeter Doppler radar measurements, and the maximum and min-
imum within each hour from the radar data. The standard deviation
for the Doppler radar data over each hour is plotted on the right hand
scale.
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Figure 2.13: Calculated cloud optical depth versus cloud liquid water path using
vertical velocity from the model MOLTS data and from the maximum
MMCR Doppler velocity (MDV). The relationships by using fixed up-
draft velocity 20 cm/s, 40 cm/s, and 60 cm/s are also shown in the
right. The cloud optical depth obtained at NSA site is not sensitive to
the updraft velocity, so only results at SGP site are shown.

plus 45 meters and minus 45 meters. The results shown in Figure 2.14 show that

this uncertainty does not significantly alter the modeled relationship between cloud

optical depth and LWP.

2.4.3 Aerosol composition

In the base case simulation, we used an averaged aerosol composition based from

measurements in all the cloud events. Here we use different aerosol composition for

each event, which is used in the chemical transport model GRANTOUR. The results

are shown in Figure 2.15. This change does modify the position of each individual

point in the plot, but on the whole, the above conclusion still stands.

2.4.4 HNO3 concentration

Typical concentrations of gas phase HNO3 in continental and remote areas were

used in the parcel model base case simulation (Seinfeld and Pandis , 1997). In this
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Figure 2.14: Modeled cloud optical depth versus cloud liquid water path determined
by varying the cloud that was determined from cloud radar.
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Figure 2.15: Modeled cloud optical depth versus cloud liquid water path determined
by using aerosol chemical composition from the ECHAM-GRANTOUR
running output.
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sensitivity test, we changed the assumed HNO3 concentration from 1.81 ppbv to 0.1

ppbv at the SGP site, and from 0.01 ppbv to 1.0 ppbv at the NSA site. The results

at the SGP site (at the NSA site, almost all aerosol particles are activated even when

the HNO3 concentration is small, so the results are not shown in Figure 2.16) shown

in Figure 2.16 suggest the gas phase HNO3 could be a very important factor for the

scattering in the τc∼LWP relationship in Figure 2.11. However, the contrast between

the NSA and SGP sites still exists and the main results do not change.
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Figure 2.16: Modeled cloud optical depth versus cloud liquid water path determined
by using different nitric acid gas concentration in the air parcel model
simulation.

2.5 Effect of aerosol on radiative fluxes

2.5.1 TOA outgoing SW flux

The above study is based on the comparison of cloud optical depth from a par-

cel model and that from the surface radiative flux observation. A most important
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demonstration of aerosol indirect effect is the modification of upward SW radiation

flux at the top of the atmosphere (TOA). However, an examination of the TOA

shortwave flux from the radiative transfer model applied to the two sites does not

directly confirm the indirect effect, because the observed surface albedos at the NSA

site for our cases (0.6±0.28) are significantly larger than those from the SGP site

(0.2±0.02). However, the model can be used to estimate the outgoing flux difference

if the clouds from the NSA site had the same average surface albedo and average

zenith angle as those from the SGP site. The relationships between this TOA flux

and cloud LWP are shown in Figure 2.17. Since the indirect effect is not a strong

function of optical depth at very large optical depths, only points with τc < 25 are

shown.

The comparison of modeled TOA outgoing SW flux at the SGP and NSA site

clearly demonstrates the indirect effect. The value of SW flux at LWP=0 is the clear

sky TOA outgoing flux. The different rates of the regression line in SGP and NSA

show that the different aerosols cause different TOA outgoing SW radiation, as seen

in the satellites. In fact, this figure can be used to roughly estimate the quantity of

the first aerosol indirect effect. For example, if the anthropogenic aerosol is 32% of

the submicron mass (as calculated in the GRANTOUR aerosol model, Penner et al.

(1994)) and aerosol size distribution is constant, one finds an average forcing for the

cases measured at the SGP site (assuming constant LWP) of about 10.2 Wm−2.

2.5.2 Transmittance of the clouds

By using the surface downward radiative fluxes at clear sky situation and cloudy

sky situation, we can calculate the transmittance of the clouds based on the radia-

tive transfer model simulations. The cloud transmittance is defined as the surface
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Figure 2.17: Modeled outgoing shortwave radiation at the SGP and NSA sites using
the average albedo and zenith angle from the SGP site and the cloud
properties from the adiabatic model. Only points with τc < 25 are
shown.

downward SW flux at cloud sky (CLDF) divided by that at clear sky (CLRF). This

calculated transmittance has been compared to the observed values, which is shown

in Figure 2.18. Despite the scatter, the good agreement between them confirms that

our calculation of radiative transfer is reasonable.

2.6 Discussion and Conclusions

The ARM SGP site and the NSA site provide a unique opportunity to examine

the effects of aerosols on cloud optical properties because the aerosol concentrations

at each site span the range between polluted and clean conditions. Here, we exam-

ined whether the effect of aerosols on clouds can adequately explain the relationship

between the liquid water path observed at each site and the cloud optical depth re-
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Figure 2.18: The transmittance of clouds calculated from simulation versus from
measured surface fluxes.

quired to determine the observed surface flux. Aerosol number concentration at the

SGP site was determined from the observed CN number concentration as well as the

observed number concentration of particles with radii greater than 0.1 µm. Number

concentration at the NSA site was determined from the observed CN concentration.

Aerosol composition was taken from the observed composition at the SGP site and

the predicted composition from a global aerosol model. Only the predicted compo-

sition was available from the NSA site. Cloud droplet number concentration was

predicted from an adiabatic parcel model. The cloud optical properties at each site

were determined from the predicted droplet number concentration together with the

observed cloud liquid water path and the observed cloud base and cloud top.

Our analysis indicates that these sites provide important evidence corroborating

the effect of aerosols on cloud optical properties and on shortwave fluxes at both

the surface and the top of the atmosphere. We discussed possibilities that could

bring the scatter in the model simulation, including the entrainment, the drizzle

formation, and the ice formation and splintering. We also made sensitivity tests in
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which different values of the updraft velocity, cloud top height, aerosol composition,

HNO3 concentration in the atmosphere are used. The good agreement between the

cloud transmittance between the simulations and measurements lent further credence

to our model simulations.

This research distinguishes the change of cloud optical depth and radiative fluxes

due to the aerosols and due to the LWP. The evidence given in the simulations

based on in-situ measurements indicates that the aerosol indirect effect needs to be

considered in studies addressing issues of climate change in response to anthropogenic

release of greenhouse gases.

Since the cloud droplet radii required to fit the ARM data are those predicted by

the initial droplet concentration from the parcel model, these data only provide the

first aerosol indirect effect, and do not support or reflect any large second aerosol

indirect effect. In addition, this simulation omitted the coagulation of cloud parti-

cles and precipitation processes. To make more precise estimation of cloud droplet

concentration and size, prognostic simulations of cloud droplets should be used in

future studies.



CHAPTER III

Uncertainty analysis for estimates of the first

aerosol indirect effect

3.1 Introduction

Although there has been a large amount of progress in the development of the

study of aerosol effects on global climate, uncertainty in the estimation of the aerosol

indirect forcing remains one of the highest in the climate studies today (Ramaswamy

et al., 2001b; Lohmann and Feichter , 2005). This is partly due to the high temporal

and spatial inhomogeneity in aerosol concentrations and partly due to the complex

relationship between the aerosol chemical and physical properties and cloud micro-

physics.

There are a number of estimates of the global aerosol indirect forcing in the liter-

ature (Kiehl et al., 2000; Lohmann et al., 2000; Ghan et al., 2001; Jones et al., 2001;

Iversen et al., 2001; Rotstayn and Penner , 2001; Menon et al., 2002a; Kristjansson,

2002; Chuang et al., 2002). Table 3.1 summarizes the global mean value of indirect

forcing published in recent years. In most of these calculations, the prescribed or

simulated aerosol field is related to cloud droplet number concentration through em-

pirical or physically-based parameterizations. Many of these models also account for

the influence of the change in cloud droplet effective radius on the autoconversion

59
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rate. Although all of the calculations of first aerosol indirect forcing have a nega-

tive sign, their values can range from -0.5 to -1.85 Wm−2 as summarized in Penner

et al. (2001a). This is much larger than the uncertainty in green house gas forcing,

which is 2.2 ∼ 2.7 Wm−2 (Ramaswamy et al., 2001b). An accurate estimation of

aerosol effects on climate is important not only to research priorities, but also to

constrain estimates of forcing that are consistent with observations of the historical

temperature range (Penner , 2004).

The IPCC has stressed the importance of producing unbiased estimates of the un-

certainty in aerosol indirect forcing, in order to give policy makers as well as research

managers an understanding of the most important aspects of climate change that re-

quire refinement. However, not much has been done to quantify the uncertainty in the

aerosol indirect forcing calculation. The reported range of uncertainty in the IPCC

report (Ramaswamy et al., 2001b) and the summary for policy makers (Houghton

et al., 2001) has mainly relied on uncertainties associated only with the range of re-

sults in literature, and are based on ‘expert judgment’. Penner et al. (2001a) used a

simple box-model and an empirical relationship between sulfate aerosol concentration

and droplet concentrations (Boucher and Lohmann, 1995) to study the uncertainty

in aerosol indirect forcing. Their analysis leads to an overall estimate for indirect

forcing from fossil fuel-related aerosols of -1.4 Wm−2 with a 67% confidence interval

of from 0 to -2.8 Wm−2. However, this uncertainty analysis does not give any spa-

tial information that might guide future research priorities or aircraft missions, nor

does it establish separate uncertainty ranges for biomass aerosols and for fossil fuel

aerosols.

There are several uncertainty studies in the climate change simulations, which

can be used for reference in our study. Murphy et al. (2004) provided a systematic



61

T
ab

le
3.

1:
A

su
m

m
ar

y
of

gl
ob

al
m

ea
n

ae
ro

so
l
in

d
ir

ec
t

fo
rc

in
g

(i
n

W
m
−2

)
es

ti
m

at
io

n
in

li
te

ra
tu

re
d
u
ri

n
g

re
ce

n
t

ye
ar

s.

Y
ea

r
A

ut
ho

r
Fo

rc
in

g
ty

pe
Fo

rc
in

g
(W

m
−2

)
Sp

ec
ie

s
P
ar

am
et

er
iz

at
io

n
20

00
K

ie
hl

et
al

.
1s

t
-0

.4
0
∼

-1
.7

8
Su

lfa
te

Fo
ur

em
pi

ri
ca

l
re

la
ti

on
s

20
00

L
oh

m
an

n
et

al
.

1s
t

-1
.1
∼-

1.
5

Su
lfa

te
,
O

C
,
B

C
G

ha
n

et
al

.
(1

99
3)

20
01

G
ha

n
et

al
.

1s
t
an

d
2n

d
-1

.5
∼

-3
.0

Su
lfa

te
A

bd
ul

-R
az

za
k

an
d

G
ha

n
(2

00
0)

20
01

H
u

et
al

.
1s

t
-1

.2
∼-

1.
4

Su
lfa

te
B
ou

ch
er

an
d

Lo
hm

an
n

(1
99

5)
20

01
Iv

er
se

n
et

al
.

1s
t
an

d
2n

d
-1

.5
Su

lfa
te

,
B

C
C

C
N

lo
ok

up
ta

bl
e

w
it

h
fix

ed
S

20
01

Jo
ne

s
et

al
.

1s
t
an

d
2n

d
-1

.9
Su

lfa
te

Jo
ne

s
et

al
.
(1

99
4)

1s
t

-1
.3

2n
d

-0
.5

20
01

L
oh

m
an

n
an

d
Fe

ic
ht

er
1s

t
an

d
2n

d
-1

.4
Su

lfa
te

,
B

C
C

hu
an

g
an

d
P
en

ne
r

(1
99

5)
20

01
R

os
ta

yn
an

d
P
en

ne
r

1s
t
an

d
2n

d
-2

.5
7

Su
lfa

te
B
ou

ch
er

an
d

Lo
hm

an
n

(1
99

5)
1s

t
-1

.4
6

2n
d

-1
.3

2
20

01
W

ill
ia

m
s

et
al

.
1s

t
an

d
2n

d
-1

.6
9

Su
lfa

te
Jo

ne
s

et
al

.
(1

99
4)

1s
t

-1
.3

7
2n

d
-0

.3
8

20
02

C
hu

an
g

et
al

.
1s

t
-1

.8
5

Su
lfa

te
,
O

C
,
B

C
C

hu
an

g
an

d
P
en

ne
r

(1
99

5)
20

02
M

en
on

et
al

.
1s

t
an

d
2n

d
-1

.5
5
∼

-4
.3

6
Su

lfa
te

,
O

M
Le

ai
tc

h
et

al
.
(1

99
6)

1s
t

-1
.8

2
20

02
L
oh

m
an

n
an

d
L
es

in
s

1s
t
an

d
2n

d
-1

.4
Su

lfa
te

,
O

C
,
B

C
C

hu
an

g
an

d
P
en

ne
r

(1
99

5)
20

02
K

ri
st

ja
ns

so
n

1s
t
an

d
2n

d
-1

.7
6

Su
lfa

te
,
B

C
C

C
N

lo
ok

up
ta

bl
e

w
it

h
fix

ed
S

1s
t

-1
.3

2n
d

-0
.4

6
20

03
P
en

g
an

d
L
oh

m
an

n
1s

t
an

d
2n

d
-1

.2
∼-

1.
4

Su
lfa

te
,
O

C
,
B

C
M

od
ifi

ed
fr

om
G

ha
n

et
al

.
(1

99
3)

20
03

R
os

ta
yn

an
d

L
iu

1s
t

-0
.9

0
∼

-1
.3

9
Su

lfa
te

B
ou

ch
er

an
d

Lo
hm

an
n

(1
99

5)
20

04
Su

zu
ki

et
al

.
1s

t
-0

.5
4

Su
lfa

te
,
O

C
,
B

C
N

um
ag

ut
i

(1
99

9)



62

investigation of modeling uncertainty by varying the settings of GCM parameters

whose values cannot be accurately determined from observations. They perturbed

these parameters one at a time relative to the standard version of the GCM, creating

a perturbed physics ensemble of 53 model versions each used to simulated climate.

The likelihood-weighted PDF of climate sensitivity was produced by estimating the

Climate Prediction Index (CPI) of the model ensemble. Stainforth et al. (2005)

used a similar method to study the uncertainty in the estimation of climate sensitiv-

ity. They perturbed 6 parameters chosen to affect the representation of clouds and

precipitation. Unlike the method by Murphy et al. (2004), these parameters were

perturbed from their standard values simultaneously.

In the present study, we use 3-D meteorological fields together with a radiative

transfer model to examine the spatially-resolved uncertainty in estimates of indirect

forcing. The forcing of anthropogenic sulfate and carbonaceous aerosols is calculated,

and the effect of natural aerosols species which act as cloud condensation nuclei is

included in the simulation. We consider each uncertainty source in the calculation

of aerosol indirect forcing, including those that arise from the specified or assumed

aerosol properties, the specified aerosol-cloud droplet relationship, and the relation

between the cloud droplet effective radius and volume mean radius. We only consider

physically-based cloud nucleation parameterizations as opposed to empirically-based

parameterizations, since only the former can be applied to all aerosols. Our aim is to

determine what aspect of the indirect forcing calculation for the first indirect effect

is the most uncertain and in which spatial regions the uncertainty is largest. The

method of calculation and the sources of uncertainty are discussed in section 3.2. The

results, including the calculated cloud effective radius and the forcing uncertainty,

are presented in section 3.3. Section 3.4 presents a discussion and our conclusions.
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3.2 Methodology

3.2.1 Experimental design

In this study, we use the model-averaged monthly mean aerosol mass concentra-

tions developed from the IPCC aerosol model inter-comparison (Penner et al., 2001a;

Zhang , 2003). In addition to sulfate aerosols, we also include sea salt, dust, organic

carbon (OC), and black carbon (BC). The aerosols are assumed to be internally

mixed. The mass concentrations are converted to number concentration by an as-

sumed log-normal size distribution. We vary the mean radius and standard deviation

to consider the uncertainty related to this assumption. These number concentrations

are used to calculate the cloud droplet number concentration using different cloud nu-

cleation parameterizations. In addition, different options for specifying the in-cloud

updraft velocity are used.

The effective radius of the cloud droplet is related to cloud droplet number con-

centration by re = βrv = β
(

3LWC
4πρwNd

) 1
3
, where β is a coefficient which relates the

cloud droplet effective radius (re) to the mean volume radius (rv) (Martin et al.,

1994). This 3-D effective radius field is input to a radiative transfer model for the

radiative calculation. The radiation transfer model is based on the shortwave ra-

diative code developed by Grant et al. (1999). For warm clouds, the optical depth,

single scattering albedo, and asymmetry factor are parameterized as a function of

cloud effective radius. The ice cloud effective radius is assumed to be fixed at 40 µm.

The cloud overlap scheme used is a maximum-random overlap scheme, i.e., continu-

ous cloud layers are assumed to be maximally overlapped, while discontinuous cloud

layers are randomly overlapped (Feng et al., 2004; Geleyn and Hollingsworth, 1979).

The meteorological data are the 2000 GEOS-3 data from NASA Data Assimilation

Office (DAO).
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To calculate the radiative forcing with anthropogenic aerosols, two sets of radia-

tive calculations are made, one with pre-industrial (PI) aerosols and one with present

day (PD) aerosols. The difference in the TOA net incoming flux between these two

scenarios is the anthropogenic aerosol indirect forcing. In the radiative calculation,

the aerosol concentrations and distributions are assumed at their present day values

while allowing the present day and pre-industrial aerosols to only affect the calcula-

tion of the cloud droplet number concentration, to make sure that the direct aerosol

radiative scattering/absorption is the same in the PI and PD. In this study, the cloud

microphysics is calculated once every six hours, and the radiative flux is calculated

once per hour. Since the meteorological fields are from an offline calculation, we only

consider the first indirect effect. However, we include the change in the cloud single

scattering albedo caused by treating the in-cloud presence of absorbing aerosols in

one perturbation case.

3.2.2 Sources of uncertainty

A flowchart of the parameters needed to calculate the indirect aerosol forcing and

the sources of uncertainties is presented in Figure 3.1. The sources of uncertainty

include the aerosol and aerosol precursor emissions, the aerosol mass concentrations

for a given source inventory calculated from a chemical transport model, the aerosol

size distribution, the cloud nucleation parameterization, the method of determining

the in-cloud updraft velocity, the relationship between effective radius and volume

mean radius, the cloud liquid water content, the cloud fraction, and the change

of cloud radiative properties associated with the presence of BC. In this study, we

perturb each of these parameters and calculate the difference in the aerosol indirect

forcing associated with each perturbation. For some parameters, the uncertainty in
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the radiative forcing is calculated by simulating both the maximum and minimum

cases. For other parameters, we only consider different options for treating the

indirect effect. In the following, we give an introduction to the different sources of

uncertainties.

Aerosol Number 

Concentration 

Cloud Droplet Number 

Concentration 

Cloud Droplet 

Effective Radius 

TOA 

Forcing 

Aerosol mass concentration 

Aerosol size distribution 

Parameterization method 

Liquid water content (LWC) 

Cloud fraction 

Change of cloud radiative properties by BC 

Updraft velocity 

Aerosol and precursor emissions

r  and r  relationshipe v

Figure 3.1: List of sources in the calculation of aerosol indirect forcing. The left part
shows the main parameters in the aerosol effects on clouds and climate.
The right part shows the sources of uncertainty.

The IPCC aerosol inter-comparison project which is used to estimate the uncer-

tainty associated with the aerosol mass concentration (see next paragraph) is based

on a fixed set of aerosol and aerosol precursor emissions. However, there are uncer-

tainties related to the emission of the aerosols and their precursors. Here we adopt
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the low and high values of the anthropogenic emissions from Table 5.2 and 5.3 in

Penner et al. (2001a) (which reflect estimates reported in the literature) as a mea-

sure of the 1σ limit of the emissions uncertainty. Because the aerosol concentrations

were almost linearly related to their emissions in the models used in the IPCC inter-

comparison, we scaled the aerosol mass concentrations by the ratio of the maximum

or minimum emissions to the mean emissions. The calculated forcing based on the

aerosol mass after scaling and before scaling is used to estimate the variance due to

the emissions of aerosols and aerosol precursors.

The estimate of the mean, maximum, and minimum global aerosol mass con-

centrations was based on the IPCC Aerosol Model Inter-comparison (Penner et al.,

2001a; Zhang , 2003). Eleven aerosol chemical transport models participated in this

inter-comparison. These models from different contributors include GISS, GSFC,

Hadley Center GCM, KNMI/TM3, LLNL/Umich CCM1/GRANTOUR, MPI/Dalhousie

ECHAM, NCAR/Mozart, PNNL, UKMO/STOCHEM, ULAQ, and Umich version

ECHAM/GRANTOUR (Zhang , 2003). The output aerosol species from these models

included natural sulfate (nSO4), anthropogenic sulfate (aSO4), natural and anthro-

pogenic organic carbon (OC), anthropogenic black carbon (BC), dust and sea salt.

Natural BC was not specified in the IPCC Aerosol Inter-comparison but was esti-

mated here from the anthropogenic BC and a monthly averaged scaling factor, which

was derived from the GMI model aerosol simulations (Liu and Penner , 2005). In

this study, the monthly mean aerosol concentrations approximately represented the

year 2000. For the pre-industrial case, the total aerosol mass is the sum of natural

sulfate, natural organic aerosols (POM), dust and sea salt. For present day case,

the total aerosol mass concentration is the sum of all aerosols. To be consistent

with the aerosol size used later, only sub-micron dust and sea salt are considered.
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The reference case is calculated using the model-average aerosol mass concentration

from those models whose concentrations were in reasonable agreement with observa-

tions (Penner et al., 2001a). To calculate the uncertainty associated with the aerosol

mass concentrations from different chemical transport models, the maximum and

minimum aerosol concentrations from these models were used in the perturbation

case.

To provide a uniform platform for different cloud nucleation parameterizations,

a single mode log-normal size distribution for the aerosol was assumed. The ref-

erence mode radius and geometric standard deviation of both continental and ma-

rine aerosols were taken from the central values determined from a literature search

(Penner et al., 2001a). The uncertainties in the mode radius and geometric standard

deviation are considered in the calculation of forcing uncertainty. These uncertain-

ties are also based on the ranges of values in the literature as summarized in Penner

et al. (2001a). The mode radius and 1σ ranges were 0.05± 0.04 µm (over land)

and 0.095± 0.015 µm (over ocean). The geometric standard deviation ranges were

1.9± 0.3 (over land) and 1.5± 0.15 (over ocean). Since the effect of size distribution

on the forcing is non-linear, we used both the maximum and minimum values of the

mode radius and standard deviation in our tests. Except for one case (see below),

the same values were used in our uncertainty analysis for both the present day and

pre-industrial aerosols.

The above measurements actually summarize the size distribution of the present

day aerosol. But there are large uncertainties associated with the size of the pre-

industrial aerosols. The anthropogenic aerosol may form by condensation onto pre-

existing aerosols, and therefore, would not change the aerosol number but would

increase the aerosol size (Chuang et al., 1997). If this assumption is correct, a
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different choice with a smaller pre-industrial aerosol should be used to examine the

uncertainty of the indirect forcing. For this case we assumed that the mean size and

standard deviation of free troposphere aerosol (r=0.036 µm, σg=2.2) from Penner

et al. (2001a) were the appropriate size distribution parameters of the pre-industrial

continental aerosol.

Currently, there are two categories of approaches to relate the aerosol properties

(concentration, size and composition) to the cloud microphysical properties (number

concentration and effective radius). Some researchers used an empirical relation-

ship between cloud droplet number and aerosol mass concentration (Boucher and

Lohmann, 1995; Roelofs et al., 1998; Lohmann and Feichter , 1997), or number con-

centration (Jones et al., 1994; Menon et al., 2002a; Suzuki et al., 2004). These

methods are based on observations and are easy to use in global forcing calculations,

but they do not reflect the physical and chemical processes that occur during cloud

nucleation, which depend on the size, chemical composition of the aerosol, as well

as the updraft velocity. In addition, they are based on measurements at particular

places and times, and so may be biased if they are used a global calculation or used

to project future scenarios. Therefore in this study, only cloud nucleation parame-

terizations based on a mechanistic parameterization of nucleation are used. Three

mechanistic parameterizations have been used to calculate the cloud droplet number

concentration: Chuang et al. (1997) (hereafter CP); Abdul-Razzak and Ghan (2002)

(hereafter AG3); and Nenes and Seinfeld (2003) (hereafter NS). The relationship

between cloud droplet number and aerosol number from these different parameter-

izations has been tested and compared to detailed parcel model simulation results

(See Figure 3.2). Based on the results, the AG3 parameterization is closest to the

results of parcel model. So in this study, we chose the AG3 parameterization as
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the method used in the reference case. And we examined the results from the other

parameterizations in the perturbation cases.
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Figure 3.2: Comparison of Nd from the three parameterizations and the cloud nu-
cleation parcel model. The fraction of activated aerosols (Nd/Na) cal-
culated from three mechanistic parameterizations has been compared to
that from a size-resolved cloud nucleation parcel model (Liu and Seidl ,
1998). In the comparison, the total aerosol number concentration is set to
be 1000 cm−3. The size distribution is assumed to be a single log-normal
distribution with a mode radius of 0.05 µm and a standard deviation of
2. The aerosols are pure ammonium sulfate.

The large scale vertical velocity in a General Circulation Model (GCM) does not

resolve sub-grid variations and it is these variations that determine cloud droplet

nucleation (Feingold and Heymsfield , 1992). To estimate the in-cloud updraft ve-

locity, two approaches are used. The first approach (hereafter PDF) uses a normal

probability distribution with the GCM-predicted vertical velocity as the mean value

and a prescribed standard deviation (Chuang et al., 2002). Chuang et al. (1997) used

a value of 50 cm/s for the standard deviation of the updraft for warm clouds based

on measured updrafts in stratiform clouds (Paluch and Lenschow , 1992) and argued
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that the sensitivity of indirect forcing to this value is small. Another method that

has been used to estimate the amount of sub-grid variation of the updraft velocity

is to use the GCM model-generated turbulent kinetic energy (TKE). By assuming

that the sub-grid vertical velocity variability is dominated by the turbulent trans-

ports and by choosing the root-mean-square value of TKE as a measure of this, the

in-cloud updraft velocity could be expressed as w = w + 0.7
√

TKE, where w is the

GCM-resolved large scale updraft velocity (Lohmann et al., 1999a,b). Using a single

updraft velocity for the entire grid cell is a simplification, since the updraft velocity

varies over the grid cell (Lohmann et al., 1999a). In this study, we use the PDF

approach in the reference case and the TKE approach in the perturbation case.

As stated above, the effective radius is related to the volume mean radius (rv) by

the coefficient β. According to Martin et al. [1994], the value of β−3 is 0.67± 0.07

and 0.80± 0.07 over the land and ocean, respectively. In the reference case, a fixed

coefficient β for equal to 1.12 over both land and ocean is used to account for the

relationship between the effective radius and the volume mean radius. However,

alterations in the linear relationship between re and rv are expected in the presence

of entrainment, precipitation, and ice particles (Andronache et al., 1999). Recently,

Liu and Daum (2002) showed that the dispersion of the cloud droplet spectrum

is related to the cloud droplet number concentration. They argued that the effect

of dispersion on the reflected radiation may substantially negate the effect due to

increasing cloud droplet concentration. Based on their results, Penner et al. (2004)

presented a parameterization of this coefficient as a function of cloud droplet number

concentration: β = 5.0× 10−4 ×Nd + 1.18. Therefore we considered this option for

expressing β in a perturbation case to examine the uncertainty associated with the

calculation of re. Rotstayn and Liu (2003) examined three different relationships
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between β and Nd, and estimated the sensitivity of the first aerosol indirect effect to

these different expressions of dispersion term. In this study, we also examined the

sensitivity of the indirect effect to the use of the relationships given in Rotstayn and

Liu (2003).

If the droplet number concentration is fixed, the effective radius of cloud droplets

is directly linked to the cloud liquid water content. Liquid water path (LWP) is the

vertical integral of the cloud liquid water content (LWC). In the reference case, we

used a parameterization that relates the LWP (Hack , 1998) and the cloud fraction

(CF) (Sundqvist et al., 1989) to the RH values from the DAO meteorological fields.

To study the effect of LWP uncertainty, we compared the global mean LWP from

the parameterization to different LWPs retrieved from satellites, including those from

ISCCP, MODIS, SSM/I (see Table 3.2). Note there were two retrieval method and

corresponding data for SSM/I satellite. Clearly there are large differences of CF and

LWP values from the parameterization and from the satellite retrieval. There is large

gap even between the measurement data from different satellite and from different

retrieval methods. Based on these results, we scaled the 3-D LWC by the ratio of the

maximum LWP value of the measurements and the model-generated LWP from the

parameterization. We also calculated the ratio from the minimum satellite-measured

values. These LWC fields after scaling were used to calculate the forcing uncertainty

due to LWP uncertainty. In these two cases, we assumed the LWP difference is due

only to the in-cloud LWC difference, i.e., we assumed the cloud fraction was the same

as in the reference case.

The cloud fraction directly affects the solar radiation reaching the surface. As in

the LWP uncertainty study, we compared the CF fraction from the parameteriza-

tion to the cloud fraction retrieved from satellites and calculated the maximum and
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minimum ratio of CF to the parameterized value (see Table 3.3). Since the CF from

parameterization is larger than the values from all satellites, only the CF parame-

terization scaled by the minimum ratio is used in the perturbation case. We also

note that our radiative transfer scheme uses the maximum random overlap method

described in Feng et al. (2004).

Light-absorbing aerosols such as black carbon (BC) can be activated as cloud

droplets and their presence in cloud may reduce the single scattering albedo of cloud

and change the radiation balance of the atmosphere. Most studies of indirect forcing

assume that all of the BC aerosols are present as interstitial aerosols and this is also

assumed in our reference case. In this study, we examined a perturbation case in

which the effect of BC on the cloud optical properties in the present day scenario

was considered. The modification of cloud droplet single scattering albedo was based

on the parameterization developed by Chuang et al. (2002). Compared to reference

case, only the modification of cloud single scattering albedo is considered, and the

BC used to calculate aerosol scattering/absorption and cloud nucleation is the same

as in the reference case.

3.2.3 Calculation of uncertainty

Table 3.4 summarizes the perturbation cases considered in this study. In the

central or reference case, most of the variable parameters are set to the mean values,

although for some parameters, we arbitrarily select one option to use in reference

case: for in-cloud updraft velocity we select the PDF method; for the cloud nucleation

parameterization, we select the AG3 method (which is closest to the parcel model

simulation); for BC effect on cloud single scattering albedo, we assume it is not

included in the reference case. In all the perturbation cases, only one parameter is
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changed, in order to calculate the uncertainty in the indirect forcing associated with

each parameter.

3.3 Analysis of the uncertainty associated to different sources

3.3.1 Cloud droplet number and effective radius

Figure 3.3 shows the zonal mean annual average cloud droplet number concen-

tration (Nd) from the PD scenario in the reference case. There are two regions with

large values for Nd. The region in the northern hemisphere mid-latitudes is due

to high aerosol and precursor emissions from industrialized regions, while the high

concentration in the 50-60 degree region in the southern hemisphere is mainly due

to high sea salt concentrations. Nd has its largest values below 900mb, and these

decrease with an increase in altitude. In the layers in which low cloud occurs most

frequently (800mb - 950mb), the zonal average Nd is between 50 and 250 cm−3.
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Figure 3.3: Zonal mean annual average cloud droplet number concentration (Nd) in
the PD in the reference case. The unit for Nd is cm−3.

Han et al. (1994) reported retrieved re for liquid-water clouds from ISCCP satel-

lite data. MODIS satellite data have also been used to retrieve the cloud effective
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Table 3.4: Name and description of the reference case and perturbation cases simu-
lated in this study. In the perturbation cases, only parameters different
from the reference case are listed.

Name Description
REFERENCE Aerosol and precursor emissions: the average emissions used in

the 2001 IPCC model inter-comparison
Aerosol mode radius: 0.05µm over land, 0.095µm over ocean
Aerosol standard deviation: 1.9 over land, 1.5 over ocean
Aerosol mass concentration: mean values from IPCC model inter-
comparison
In-cloud updraft velocity: Probability Distribution Function
method
Cloud nucleation parameterization: AG3 method
BC effects on cloud single scattering albedo: Not included
LWP: from parameterization based on DAO RH data
CF: from parameterization based on DAO RH data
Dispersion coefficient β: fixed single value = 1.12

MAX EMI Aerosol precursor emission: scaled to maximum emission
MIN EMI Aerosol precursor emission: scaled to minimum emission
MAX R Aerosol mode radius: 0.09µm over land, 0.11µm over ocean
MIN R Aerosol mode radius: 0.01µm over land, 0.08µm over ocean
MAX SG Aerosol standard deviation: 2.2 over land, 1.65 over ocean
MIN SG Aerosol standard deviation: 1.6 over land, 1.35 over ocean
DIST PI Natural aerosol size distribution: use the free troposphere aerosol

size distribution
MAX MA Aerosol mass concentration: maximum values from the IPCC

model inter-comparison
MIN MA Aerosol mass concentration: minimum values from the IPCC

model inter-comparison

W TKE In-cloud updraft velocity: w̄ + 0.7
√

TKE
PARA NS Cloud nucleation parameterization: Nenes and Seinfeld method
PARA CP Cloud nucleation parameterization: Chuang and Penner method
BC INC BC effects on cloud single scattering albedo: Included
MAX LWP LWP: scale the parameterized LWP to maximum based on satel-

lite measurements
MIN LWP LWP: scale the parameterized LWP to minimum based on satel-

lite measurements
MIN CF CF: scale the parameterized CF to the minimum based on satel-

lite measurements
β FND Dispersion coefficient β: the function of cloud droplet number

(Nd) specified in Penner et al. (2004).
β RLlow Relationship between β and Nd: the LOWER simulation by Rot-

stayn and Liu (2003)
β RLup Relationship between β and Nd: the UPPER simulation by Rot-

stayn and Liu (2003)
β RLmid Relationship between β and Nd: the MIDDLE simulation by Rot-

stayn and Liu (2003)



77

radius (King et al., 1997). We compare these data with the re from our simulations

in Table 3.5. The simulated re does capture the spatial variations seen in the satellite

data. The re over the SH oceans is 0.7 µm larger than that over the NH oceans,

compared to 0.6 µm from ISCCP. The simulations also show a clear land-sea con-

trast, although the value of this difference is smaller than that derived from ISCCP

and from MODIS. The simulated global mean re is also smaller than the retrieved

data, which may be due to our reference case parameterization of the in-cloud liquid

water content. This underestimate of re is also common to many present GCMs

(Quaas et al., 2004). In addition, the measured re refers only to the cloud-top value

of re, whereas the model results in Table 3.5 refer to the LWC-weighted value of

re above temperature zero. This can partially explain why the modeled effective

radius is smaller than retrieved value.We also note that satellite determination of re

is probably no more accurate than a few micrometers (Han et al., 1994).

Figure 3.4a and 3.4b show the total anthropogenic and natural aerosol burden

while Figure 3.4c shows the simulated change in the cloud droplet number concentra-

tion at 875mb between the PD scenario and the PI scenario. The global distribution

of the aerosol indirect forcing resulting from these changes is presented in Figure

3.4d. These plots show similarities in their spatial distribution, and demonstrate a

clear relationship between anthropogenic emissions and their effects on cloud droplet

concentrations and radiative forcing. The largest anthropogenic aerosol and droplet

concentration changes are located in Europe, East Asia, North America, the African

savanna, and the South America rainforest region. The former three are mainly

related to aerosol emissions from fossil fuel use, and the latter two are related to

carbonaceous aerosol emissions from biomass burning. Note that the marine regions

near these regions also have a large forcing, which is related to the small value of
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Table 3.5: Cloud droplet effective radius from model simulation and from satellite
measurements: ISCCP (Han et al., 1994) and MODIS (King et al., 1997).

NH land SH land NH ocean SH ocean
REFERENCE 5.12 6.00 6.68 7.50
MAX EMI 4.97 5.81 6.56 7.42
MIN EMI 5.24 6.10 6.76 7.55
MAX R 6.84 8.61 7.49 8.52
MIN R 14.31 8.71 5.96 6.56
MAX SG 6.25 7.66 7.56 8.53
MIN SG 5.00 5.14 6.01 6.71
DIST PI 5.12 6.00 6.68 7.50
MAX MA 4.53 5.04 5.40 5.92
MIN MA 7.03 8.77 10.65 12.00
W TKE 4.71 5.19 5.45 5.88
PARA NS 5.32 6.05 6.78 7.56
PARA CP 5.58 6.78 7.92 9.09
BC INC 5.12 6.00 6.68 7.50
MAX LWP 6.30 7.38 8.21 9.22
MIN LWP 4.79 5.61 6.25 7.02
MIN CF 5.12 6.00 6.68 7.50
β FND 5.88 6.70 7.42 8.23
β RLlow 5.34 6.11 6.77 7.52
β RLup 6.86 7.62 8.28 9.00
β RLmid 5.99 6.67 7.33 8.02
ISCCP 8.2 9 11.6 12
MODIS 7.2 8.3 10.9 10.5
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the pre-industrial aerosol concentration in these areas (Figure 3.4b) and the small

surface albedo over the ocean. The global mean value for the first indirect effect in

the reference case is -1.30 Wm−2 which is within the range reported in literature,

summarized by Suzuki et al. (2004) (i.e., -0.5 to -1.6 Wm−2).

The change in the aerosol concentrations between the PD and PI cases causes

a change in the cloud droplet number concentration. However, due to the spatial

distribution of natural and anthropogenic aerosols, the change in the droplet concen-

tration also varies with region. Figure 3.5a shows the change in the LWC-weighted

in-cloud droplet concentrations over the SH ocean, SH land, NH ocean and NH land

for different perturbation cases. A general characteristic is that the change of Nd

over land is more than that over ocean, and it is larger in the NH than in the SH.

In the first indirect effect, aerosols change the radiative balance by modifying

the cloud droplet effect radius (re). Therefore, we show the change in re after the

addition of the anthropogenic aerosols in Figure 3.5b. In most cases, the present day

global average re is about 0.5 µm smaller than the pre-industrial value. Moreover,

the change is much larger over land (∼0.8 µm) than over ocean (∼0.25 µm), which is

quite reasonable considering that there are larger anthropogenic aerosols over land.

Over the ocean, the decrease in re in the northern hemisphere is clearly larger than

that in the southern hemisphere in all cases. Over the land, however, there is no

clear signature of the change between the southern hemisphere and the northern

hemisphere for all cases.

3.3.2 TOA forcing

The zonal mean forcing from the simulations of the perturbation cases is shown on

Figure 3.6. The perturbation cases have been divided into several groups to compare
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Figure 3.5: (a) Global mean cloud droplet number concentration change from PI to
PD. (b) Global mean cloud effective radius change from PI to PD.
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them to the results of the reference case. These groups are shown on different panels

on Figure 3.6. Table 3.6 gives the forcing from each of the cases and Figure 3.6 shows

the change in global average forcing from the reference case.

Table 3.6: Global average aerosol indirect forcing from different perturbation cases.

Case Forcing(Wm−2)
REFERENCE -1.30
MAX EMI -1.63
MIN EMI -1.06
MAX R -1.25
MIN R -0.45
MAX SG -1.30
MIN SG -1.24
DIST PI -1.60
MAX MA -0.94
MIN MA -2.16
W TKE -1.23
PARA NS -1.07
PARA CP -1.79
BC INC -1.29
MAX LWP -1.21
MIN LWP -1.30
MIN CF -0.63
β FND -1.07
β RLlow -1.10
β RLup -0.75
β RLmid -0.86

Figure 3.6a shows that the uncertainty associated with aerosol and aerosol pre-

cursor emissions is very large. This is because the range of anthropogenic emissions

themselves is very large, e.g. the global SO2 emission range is from 67 to 130 TgS/Yr

(Penner et al., 2001a). The MAX EMI case the forcing (-1.63 Wm−2) is larger than

in the reference case (-1.30 Wm−2) because the difference in aerosol concentration

from the PI to PD increases since the PI aerosol concentrations remain constant.

Changes associated with changes in the aerosol concentration are shown in Figure
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Figure 3.6: Zonal mean aerosol indirect forcing results from different cases in which
we consider the uncertainty due to: (a) aerosol and aerosol precursor
emission, (b) aerosol mass concentration from different chemical trans-
port models, (c) aerosol size distribution, (d) updraft velocity, (e) cloud
nucleation parameterization method, (f) inclusion of BC in clouds, (g)
liquid water path and cloud fraction, (h) dispersion coefficient relating
cloud droplet effective radius and volume mean radius.
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3.6b. In the MAX MA case, the maximum aerosol mass concentration in both the

PD and PI cases from the model inter-comparison was used. Both the PI and PD

aerosol number concentrations increase compared to those in the REFERENCE case.

But since the relationship between the droplet number (Nd) and the aerosol number

(Na) is non-linear, Nd changes faster than Na when the value of Na is smaller as

in the PI case. Therefore, compared to the REFERENCE case, the Nd difference

between PI and PD is smaller in the MAX MA case. And the forcing in MAX MA

case is smaller (i.e. -0.94 Wm−2 compared to -1.30 Wm−2). Similarly, due to the

non-linear relationship between Nd and Na, the Nd difference between PI and PD

and the forcing in MIN MA case are larger than those in the REFERENCE case (i.e.

-2.16 Wm−2 compared to -1.30 Wm−2).

The effect of changes in the aerosol size distribution is shown in Figure 3.6c. The

change in the aerosol size distribution modifies the total aerosol number concentration

calculated based on the fixed mass concentration. It also affects the fraction of

aerosols that are activated to droplets because large aerosols activate more easily

than smaller aerosols. Increasing the aerosol mode radius (MAX R) reduces the

total aerosol number concentration, thereby reducing the forcing (-1.25 Wm−2). But

the forcing change is small, and most of the change is in the northern hemisphere.

Decreasing the mode radius (MIN R) increases the total aerosol number. However,

the indirect forcing calculated from the MIN R case (-0.45 Wm−2) is much smaller

than that in the reference case (-1.30 Wm−2). This is because in MIN R case,

the aerosol mode radius is very small, which causes extremely high aerosol number

concentration (calculated from the fixed mass concentration and size distribution),

especially over the continents. This high concentration can not exist in the real

atmosphere for a long time because small aerosols with high number concentrations
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coagulate very quickly and transform to the accumulation mode in a very short

time. If we assume a uniform distribution of aerosols with Rp = 0.001µm and

N0 = 1.6× 105cm−3, we can calculate the coagulation rate by (Seinfeld and Pandis ,

1997):

Jcol(#/s) = 8πRpDN0

(
1 +

2Rp√
πDt

)
(3.1)
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Figure 3.7: The parcel model results showing the decrease of Nd as Na increases
when Na is very high. The cloud droplet number concentration can
be simulated from a cloud nucleation parcel model. In the simulation,
the updraft velocity is 50 cm/s. The size distribution is assumed to be
a single log-normal distribution with a mode radius of 0.05 µm and a
standard deviation of 2.

This leads us to calculate on average e-folding time for coagulation of 300s over

the continents given the concentrations calculated for this case. If this high concen-

tration did exist, the addition of more aerosols will decrease the number of nucleated

cloud droplets due to their competition for water vapor. This can be seen from

the parcel model simulation. Figure 3.7 shows that above a certain aerosol number

concentration, the cloud droplet number decreases with Na. Nevertheless, we do not
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consider this case to be realistic, and therefore do not include it in our estimates of

the most important uncertainty.

The MAX SG curve and MIN SG curve are very close to those in the REFER-

ENCE case, which implies that the forcing is insensitive to the choice of σ if the same

σ is used in both the PD and PI simulations. However, if a different size distribution

is used in the PD and PI cases, the sensitivity of the indirect forcing is very high.

When we use the free troposphere aerosol size distribution as the PI aerosol size dis-

tribution, the indirect forcing increases substantially (i.e., -1.60 Wm−2 compared to

-1.30 Wm−2), because the droplet number concentration in the PI case is decreased.

Changes in the forcing associated with the method of computing the updraft

velocity are shown in Figure 3.6d. Compared to the PDF method of calculating

updraft velocity (w), the forcing calculated using the TKE method for estimating

w is smaller (i.e., -1.23 Wm−2 compared to -1.30 Wm−2). By comparing the cloud

droplet number concentration from the PI and PD cases, we find that when using the

TKE method for w, the Nd is larger than that when using the PDF method in most

regions. However, the combined effect of changing the method for calculating w on

both the PI and PD droplet concentration causes the forcing calculated by using the

TKE method to be smaller than that using the PDF method.

Figure 3.6e shows the effect of changing the method of parameterizating the

relationship between Na and Nd. The pattern of forcing obtained using the NS pa-

rameterization is very similar to that in the reference case (AG3 parameterization),

though the forcing value (-1.07Wm−2) is smaller when using the NS parameteriza-

tion. The reason is that when the aerosol number is small, the NS parameterization

produces more Nd than does the AG3 parameterization, and when the aerosol num-

ber is large, the NS parameterization produces less Nd (see Figure 3.2). The results
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from the CP parameterization are very different. For most regions, the Nd and forc-

ing value are larger than those in the reference case. The reason is that the Nd from

low Na is much smaller than that in the reference case (see Figure 3.2), while the Nd

from high Na is similar to that in the reference case. Because the CP parameteriza-

tion assumes a change in the aerosol size distribution between the PD and PI cases,

it incorporates some of the uncertainty associated with the change in PD size (i.e.,

the change in the forcing (-1.79 Wm−2) is similar to the change in forcing associated

with case DIST PI, which was -1.60 Wm−2). Both AG3 and NS parameterization

are sectional resolved methods, so their patterns are more similar than those of the

CP parameterization.

Figure 3.6f shows the effect of including the change in droplet single scattering

albedo due to BC within the cloud. The forcing decreases after including the effect

of BC within the clouds. The global mean difference in the forcing is +0.01 Wm−2,

which is smaller than the results reported by Chuang et al. (2002). This change

is small compared to the other factors considered here, but in those regions with

high BC concentration and high cloud fraction, the impact of this change is more

important.

Figure 3.6g shows the effect of changing the LWP and CF. Changing the LWP

will not change the number of cloud droplets but will change the effective radius in

the cloud. A change in the LWC of the cloud (∆q) will lead to a change of (∆q)1/3

in effective radius. However, since the relative change of effective radius is not too

different in the PD and PI cases, the forcing differences are small (<0.1 Wm−2).

The change in the cloud fraction (CF) does not change Nd or re, but will change

the reflected solar radiation. The forcing is very sensitive to CF. The minimum CF

produces less than 1/2 the forcing of the reference case. We notice that the CF for
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total clouds from the reference parameterization is higher than that in the satellite

observations, but it is similar to the MODIS warm cloud fraction. Thus we believe

that the estimated forcing of the REFERENCE case (-1.30 Wm−2) is close to that

which would be calculated with these higher observed CFs. It is important to note

that the cloud fraction is a major source of uncertainty in the calculation of the

aerosol indirect forcing. The forcing is decreased to -0.63 Wm−2 in this case.

Most GCM-based calculations of indirect forcing do not consider the effect of

cloud drop dispersion. The relationship between the effective radius and the droplet

number is often represented by a coefficient between volume mean radius and effective

radius (Martin et al., 1994). However, our results show that the change in the

indirect forcing associated with changing from the fixed coefficient β to a β that is

related to Nd is of some importance. The global mean change of indirect forcing

after considering the dispersion effect using the method employed in Penner et al.

(2004) is 0.23 Wm−2, and the uncertainty due to the different representations of this

dispersion effect in Rotstayn and Liu (2003) is 0.2∼0.4 Wm−2. These results compare

well with those reported by Rotstayn and Liu (2003) and Peng and Lohmann (2003).

To summarize the effect of different perturbations, we show the relative difference

from different cases to the forcing from the reference case in Figure 3.8. This can

be used to analyze the major sources of uncertainty in the estimation of aerosol

indirect radiative forcing. From the plot, we can see the uncertainty associated with

the aerosol mass concentration is very large, and can increase the forcing by almost

0.8 Wm−2. The uncertainty associated with cloud fraction is next in importance,

followed by the uncertainty associated with the treatment of dispersion of the cloud

drops.

The aerosol and aerosol precursor emissions, aerosol mean radius, updraft ve-
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locity, droplet parameterization method, and natural aerosol size also have some

influence (0.2∼0.6 Wm−2) on the indirect forcing. The aerosol size standard de-

viation, BC effect on cloud albedo, and LWP have a relatively small effect on the

simulated global average forcing.
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Figure 3.8: The global mean indirect forcing difference compared to REFERENCE
case.

3.4 The global uncertainty calculation

3.4.1 Calculation method

By varying the above uncertainty sources, we can calculate the global aerosol

indirect forcing for different cases, thereby estimating the 2-D distributions of the

uncertainty. The uncertainty in the forcing can be estimated from

(F − F0)
2 =

∑
i

[
∂F

∂xi

]2

(∂xi)
2 +

∑
i

∑
j

cov (xi, xj)

[
∂F

∂xi

] [
∂F

∂xj

]
(3.2)

where (F − F0)
2 is the variance in the forcing, so |F − F0| is the uncertainty. xi

refers to the list of uncertain variables, and (∂xi)
2 is the variance in the variable xi.
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The function cov(xi, xj)is the covariance of the variables in the argument. In our

preliminary calculations of the spatial distribution of the uncertainty, the covariance

between the pre-industrial forcing and present forcing is omitted (Penner et al., 2001).

In the calculation of uncertainty associated with aerosol and aerosol precursor

emissions, aerosol mass, aerosol size standard deviation, cloud nucleation parameter-

ization method, LWP, and the cloud drop dispersion coefficient β, we assume that

the maximum difference between REFERENCE and other cases (e.g. MAXIMUM

or MINIMUM) is a measure of the 1σ uncertainty associated with that source. For

the uncertainty associated with the aerosol mode radius, only the results from the

maximum mode radius are used since in the MIN R case, there were unrealistically

small aerosol sizes and large Na. For all other cases, the difference between reference

case and perturbation case is considered.

3.4.2 Result

Figure 3.9 shows that the largest values of absolute uncertainty occur in the same

regions that have the highest indirect forcing. However, the largest relative values of

the uncertainty are mostly over the ocean areas that are closest to continent regions

with high aerosol indirect forcing. The global average relative uncertainty in aerosol

indirect forcing is about 130%. This value is in reasonable agreement with that based

on the range in GCM assessments (Ramaswamy et al., 2001b) and with box model

calculations (Penner et al., 2001a).

Seasonal change of the global mean aerosol indirect forcing and the relative uncer-

tainties is shown in Figure 3.10. Since most human activities occur in the Northern

Hemisphere, the forcing value is largest on July, when the nucleation formation of

sulfate aerosols is large. The global mean relative uncertainty is smallest in July
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(b) Relative uncertainty of the indirect forcing (1.3)(a) Uncertainty of the indirect forcing (W/m )
2

(1.82)

1 2 3 4 6 8 10 0.25 0.5 0.75 1 1.5 2 3

Figure 3.9: The global indirect forcing uncertainty. (a) Absolute uncertainty
(Wm−2). (b) Relative uncertainty. The numbers in the parentheses
give the global mean values.

-2.5

-2

-1.5

-1

-0.5

0

Jan Apr Jul Oct

W
m

0%

20%

40%

60%

80%

100%

120%

140%

160%

180%

200%

Forcing

Relative uncertainty

-2
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and largest in October. However, compared to the relative uncertainty for annual

mean forcing (which is indicated as star sign in Figure 3.10), the uncertainty for each

monthly mean forcing is larger.

Figure 3.11 shows how much each parameter contributes to the total uncertainty

for the aerosol indirect forcing estimation. Consistent with the results shown in Fig-

ure 3.8, the largest contribution is from the uncertainties associated with aerosol mass

concentration calculated by chemical transport models, and uncertainties associated

with cloud fraction. These two account for about half of the total uncertainty. Other

importance sources of uncertainty include aerosol and aerosol precursor emissions,

representation of aerosol size distribution, representation of cloud droplet spectral

dispersion effect, and cloud nucleation parameterization methods.

Emissions, 9.40%

Aerosol size
distribution,

10.12%

Aerosol mass
concentration,

28.04%

Updraft velocity,
2.21%

Cloud nucleation
parameterization,

12.47%

BC effect, 0.26%

LWP, 2.86%

Cloud fraction,
21.73%

Droplet
dispersion effect,

12.90%

Figure 3.11: Fractions of contribution from each parameter to the total uncertainty.
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3.4.3 Covariance discussion

In this study, we studied the uncertainty of calculated first aerosol indirect forcing

associated with each variable. We did not calculate the global mean total variance

of this forcing and did not consider the covariance term as shown in Equation 3.2.

However, it is necessary to discuss the effect of this covariance term in the calculation

of global mean variance.

First, in applying Equation 3.2 to calculate the uncertainty in one grid, the

variations in different parameters may have correlations. A simple example is that

when a high value of CF is used, there may be a more chance that a large LWP

is used. Therefore in this case, if we omit the correlation term in Equation 3.2, we

may underestimate the total uncertainty. Second, the forcing is the difference in

TOW SW flux calculated by using the PD aerosols and the PI aerosols. There is

a possible correlation between the PD aerosols and the PI aerosols. Penner et al.

(2001a) found that the uncertainty was reduced when the covariance between the

cloud albedo calculated for the present-day case and the pre-industrial case was

taken into account. As in Penner et al. (2001a), the correlation with the spatial and

temporal distribution may be estimated by calculating the correlation in the outgoing

shortwave radiation for matched pairs of the change in Nd in the pre-industrial and

present-day scenarios.

In calculating the global mean variance of aerosol indirect forcing, we also expect

the correlations between the parameters used for different grids. In our current study,

we changed parameters for different grids in the same way (e.g. in case MAXLWP,

the maximum LWP is applied to every grid). In this way, we implicitly assumed that

the parameters in different grids are fully correlated (correlation coefficient equals to

1), which may cause an overestimation of the global mean value of uncertainty.
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3.5 Conclusions and discussion

In this paper we analyzed the uncertainties in the model calculation of aerosol

forcing associated with the first indirect effect. We have used a radiation transfer

model to study the role of each uncertainty source in the aerosol effect on clouds.

The aerosol burden calculated by chemical transport models and the cloud fraction

are found to be the most important sources of uncertainty. A 2-D distribution of

the uncertainty in indirect forcing has been shown. The global mean value of the

relative uncertainty is about 130%. The highest absolute uncertainty occurs in high

anthropogenic aerosol emission regions, while the highest relative uncertainty occurs

in coastal regions near these high anthropogenic aerosol emissions regions.

It appears from our simulation that the representation of the pre-industrial aerosol

size distribution plays an important role in the calculation of anthropogenic aerosol

forcing. A different selection of the pre-industrial aerosol size distribution causes a

larger forcing because the cloud droplet number of the PI case decreases. This is

consistent with the result by Platnick and Twomey (1994), which states that the

cloud susceptibility (defined as the increase in albedo resulting from the addition of

one cloud droplet per cubic centimeter for a constant cloud liquid water content) is

larger when the droplet number is smaller. The uncertainty due to the pre-industrial

aerosol mass concentration is also important.

We note that the uncertainty of the first indirect effect was based on the model

and the criteria used in this study. If a different radiative transfer model was used,

or if other choices of criteria such as model resolution, cloud overlap scheme, or the

aerosol mixing scheme were selected, the estimated uncertainty would probably be

different.
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The off-line simulation in the present study could cause other uncertainties since

we used the monthly average aerosol number concentration from the IPCC model

inter-comparison study. A fully coupled GCM would give us a better estimation of

the interactions of aerosols, clouds and radiation. In addition, the use of a GCM

can take into account some of the cloud feedbacks due to the aerosol change (i.e.

the second indirect effect), so it may be used to assess the second aerosol indirect

forcing. Ongoing work is also concerned with assessing the uncertainty associated

with these feedbacks.



CHAPTER IV

Indirect effect of nitric acid gas and nitrate

aerosols on clouds and radiative flux

4.1 Nitric acid gas and nitrate aerosols in the atmosphere

Sulfate has long been considered to be the main component of the anthropogenic

aerosols, and most studies of the indirect aerosol effect have concentrated on sulfate

aerosols. This is probably true on global scale. But regionally, the mass fraction of

nitrate can exceed that of sulfate, especially in some urban areas. The manmade

nitrate has been found to be at least as important as sulfate in some regions of

Europe (ten Brink et al., 1996). Many nitrate salts have lower deliquescence rel-

ative humidity (DRH) than ammonium sulfate. Therefore, nitrate can modify the

hygroscopic efficiency of aerosol particles, and change their optical properties and

their ability to form cloud droplets. The gas phase presence of nitrate is the nitric

acid gas (HNO3), which is also able to modify the activation of aerosols (Kulmala

et al., 1993b). This change in cloud droplet number concentration can lead to a

modification of the scattering of clouds and the radiative balance of the earth.

4.1.1 Nitrogen cycle in the troposphere

Nitrogen gas (N2) is the most abundant nitrogen-containing substance, but it is

extremely stable in both the troposphere and stratosphere. The important species are

96
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more reactive nitrogen-containing compounds, including nitrous oxide (N2O), nitric

oxide (NO), nitrogen dioxide (NO2), the nitrate radical (NO3), dinitrogen pentoxide

(N2O5), nitric acid (HNO3) and ammonia (NH3). In the aqueous phase, nitrogen is

also present in the form of different ions, such as ammonium ion (NH+
4 ), and nitrate

ion (NO−
3 ).

Figure 4.1 shows the nitrogen cycle in troposphere, excluding N2. Since HNO3

and N2O5 are oxidation products of NOx (NO+NO2) and are not emitted to the tro-

posphere directly, the majority of the nitrate aerosols are secondary aerosols. Ozone

(O3) and hydroxyl radical (OH) are the two main oxidants. NOx can be transformed

to HNO3 directly by OH, which is important in the day light. NOx can also be

oxidized by O3 to form NO3 and N2O5 first, and then HNO3 through heterogeneous

hydrolysis. This path is only important at night when the NO concentration is very

low.

Nitrogen in the atmosphere comes from both natural sources and anthropogenic

sources. Bacterial activity is the main natural source of N2O. The significant natural

source of NH3 includes animal waste, vegetation and ocean source. Although most of

the NOx is from fossil-fuel combustion and biomass burning, there are some natural

sources such as soil release and lightning production.

We are mainly concerned with the change of global climate due to human ac-

tivities. Anthropogenic emissions have been increased rapidly since the industrial

revolution. The major emissions of anthropogenic N2O and NH3 come from the cul-

tivated soils and animal waste. But for NOx, which is the main precursor of HNO3

and nitrate aerosol, fossil-fuel combustion and biomass burning are the dominant

emissions, particularly in urban areas.

The main gas phase precursors of HNO3 and nitrate aerosols are N2O through
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the production of HNO3 in the stratosphere, NOx, and NH3. Table 4.1 summarizes

the global emissions of these precursors from natural and anthropogenic sources.

Anthropogenic sources are dominant for NOx and NH3, while the main N2O emissions

come from natural sources. The total anthropogenic emission of nitrogen-contain

compounds is about 90 Tg-N yr−1.

Table 4.1: Global emissions of N2O, NOx and NH3 from natural sources and anthro-
pogenic sources (Tg-N yr−1). Data are based on IPCC(2001).

N2O NOx NH3

Natural sources 9 10.6 10.7
Anthropogenic sources 6.9 40.8 42.8

HNO3 is present in both the gas phase and aerosol (aqueous) phase. In the

aqueous phase, it usually dissociates and combines with positive ions to form nitrate.

Ammonium nitrate (NH4NO3) is a predominant form of the nitrate compounds.

Nitrate aerosols are removed from the atmosphere through dry deposition and

wet deposition. Gas phase HNO3 can be transformed back to NOx by photolysis or

by reaction with OH radicals.

4.1.2 Emission trend and the concentrations

With the application of control measures, emissions of sulfur gas and NOx from

fossil fuel burning have been reduced in many countries during recent decades. How-

ever, emissions of NOx have decreased less than SO2, probably due to the rapid

growth of automobiles and better control technologies for sulfate pollution. There-

fore, the relative importance of NOx versus SO2, and hence the relative importance

of nitrate versus sulfate aerosols is increasing in most industrialized regions of Eu-

rope and North America. For instance, as shown in Figure 4.2, the emissions of NOx

and SO2 in United States decreased 15% and 33% during 1983-2002, respectively.
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The concentrations of NO2 and SO2 were reduced by 21% and 54% during the same

period. The NOx/SO2 emission ratio globally was estimated to reach 0.58 at year

2100 (Kulmala et al., 1995). Another modeling study of one future emission scenario

showed that the global annual mean nitrate forcing could increase from -0.19 Wm−2

today to -1.28 Wm−2 at the year 2010, while sulfate forcing could decline from -0.95

Wm−2 to -0.85 Wm−2 (Adams et al., 2001).

The increase of NOx emissions affects the concentration of nitrate in the gas

phase and in the aerosol particles. A typical value for the HNO3 concentration

in remote areas is 0.56 ppbv (Kitto and Harrison, 1992). While in polluted areas

the concentrations are much higher (Hoek et al., 1996). Warneck (1988) tabulated

average values for gaseous HNO3 from several measurements from remote marine to

urban areas and at different seasons and altitudes: concentrations vary from 0.07

ppbv (in the marine boundary layer at 0-3 km height) to 4.4 ppbv (9 days average

at Claremont, California). Kitto and Harrison (1992) reported that the highest

measured HNO3 concentration at southeast England during a hot summer day was 8

ppbv. Vertically, HNO3 in the troposphere decreases very slowly with height (Penner

et al., 1991).

4.1.3 Equilibrium and mass transfer between gas and aqueous phase

The equilibrium state between the gas and aqueous phase can be explained by

using the Henry’s Law:

Caq = HAPA (4.1)

where Caq is the aqueous phase concentration of substance A, PA is the partial

pressure of A in the gas phase, and HA is the Henry’s Law coefficient. For HNO3

at 298K, the value of HA is 2.1 × 105 M atm−1. Since HNO3 in the aqueous phase
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SO
2

NO
x

Figure 4.2: SO2 (left) and NOx (right) emissions(upper) and surface concentrations
(bottom) in United States during 1983-2002. Source: US EPA website:
http://www.epa.gov.

dissociates quickly to nitrate, the effective Henry’s Law constant defined as H ′
A =

HA

(
1 + Kn1

[H+]

)
is much higher (3.2 × 109 M atm−1 when the PH=3), where Kn1 is

the dissociation constant.

However, the time to establish this equilibrium depends on particle size distri-

bution and ambient meteorological conditions (Seinfeld and Pandis , 1997). Particu-

larly for large aerosol particles, the diffusion of semi-volatile gases is slow and these

aerosols are not generally in equilibrium with their gas concentrations. Thus one

must account for the mass transfer between the gas phase and the aqueous phase.
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The mass transfer rate can be calculated from

Raq = kmt

(
PA − Caq

H ′
A

)
(4.2)

where kmt is the mass transfer coefficient:

kmt =

[
r2RT

3DA

+
r
√

2πMART

3αA

]−1

(4.3)

where r is the radius of particle, T is the temperature, DA is the diffusivity of HNO3

in the air, MA is the molecular weight of HNO3, and αA is the accommodation

coefficient of HNO3. Note both gas-phase transport and interfacial mass transport

are included in the above equation.

4.1.4 Nitrate effect on clouds and the motivation of this study

As shown in Chapter 2, the equilibrium vapor saturation ratio on an aerosol

particle is affected by the dissolved solute in the aqueous phase (Raoult effect). HNO3

is a very soluble gas and its presence in the aqueous phase could contribute soluble

material to the particle and enhance the cloud droplet nucleation. The deposition

of nitrate on non-soluble aerosols such as mineral dust could facilitate the water

uptake and growth of these particles. In addition, HNO3 gas can evaporate from one

mode and deposit on another mode, causing the re-distribution of nitrate in different

aerosol sizes.

The presence of HNO3 gas and nitrate in the aerosol particles modifies the acti-

vation ability of the aerosols. The increased cloud droplets due to addition of nitrate

scatter more solar radiation back to space, which cools the earth surface and counter-

acts the greenhouse effect. This indirect effect, together with the direct influence on

the deliquescence relative humidity and refractive index of the aerosols, emphasizes

the role of nitrate aerosols in climate studies.
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Although sulfate aerosols have been traditionally considered the main contribu-

tor to the aerosol cooling effect, the manmade nitrate aerosols may exert a similar

radiative forcing as sulfate regionally. Furthermore, nitrate aerosol may play an even

more important role in the future. However, not much work has been done to quan-

tify the nitrate aerosol scattering effect, or its indirect effect on clouds and climate.

In this chapter, we will study the impact of nitrate on cloud nucleation, as well as

its implication to global radiative balance. The results of changes in cloud droplet

number concentration and radiative flux are compared to the aerosol indirect effect

due to other aerosol species. We will also improve a parameterization method so

that it can account for the effect of gas phase HNO3 in the actual activation process.

4.2 Effect of nitrate concentration and distribution on CCN
activation

4.2.1 Method overview

Six representative sites are used to study the nitrate effect on cloud nucleation and

climate. The geographical locations of these sites are shown in Figure 4.3. All these

sites are near the coastline, but they all represent polluted sites. The Europe site

(EUR, 5W, 38N) and Eastern US (EUS, 77.5W, 38N) site are two typical sites with

high sulfate pollution from fossil fuel emissions. The Northern Pacific (NPA, 122.5W,

36N) site is a marine site with the influence of nitrate pollution from California. The

East Asia (EAS, 127.5E, 36N) site is often impacted by dust from the Gobi desert.

The Central Africa (CAF, 7.5E, 4N) and Southern America (SAM, 52.5W, 28S) sites

are two sites with high concentrations of carbonaceous compounds.

Aerosol mass concentrations were simulated by the UMICH/LLNL IMPACT

model (Feng , 2005). In the IMPACT model running, sea salt aerosols and dust

particles are carried in 4 size sections. The radii separating these sections are 0.63
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EUR
EAS

CAF

EUSNPA

SAM

Figure 4.3: Geographical locations of the six sites considered in this study, including
Europe site (EUR), Central Africa site (CAF), East Asia site (EAS), East
USA site (EUS), Northern Pacific site (NPA), and Southern America site
(SAM).

µm, 1.25 µm, and 2.5 µm. The first section represents the fine mode and the rest

three are in the coarse mode. Sulfate aerosols are assumed to be only present in the

first three sections. Carbonaceous particles (including OC and BC from fossil fuel

burning and biomass burning) are assumed to be only in the first section.

We used this mass concentration and a size fitting method to construct the num-

ber size distribution of aerosols. With the aerosol composition and size distribution,

the cloud nucleation parcel model introduced in Chapter 2 was used to simulate the

cloud droplet number concentrations (Nd) in an uplifting air parcel. We will compare

the droplet concentration Nd calculated by using different distributions for the nitrate

in the gas phase and in the aqueous phase. These distributions were derived from

the IMPACT simulation using different aerosol dynamical modules (Feng , 2005). We

will also study the contribution of HNO3 in the gas phase and in different sections

of aerosol phase to cloud condensation nuclei (CCN) activation. The re-distribution

of HNO3 in different phases during the nucleation process will be investigated.
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4.2.2 HNO3 distributions in gas phase and aerosol phase

The distribution of HNO3 in the gas phase and aerosol phase before the cloud

nucleation was determined using several different methods implemented in the IM-

PACT simulation. The simplest way is to use the equilibrium method (EQU). In

the EQU method, the concentration of HNO3 in the aqueous phase is related to

the HNO3 gas concentration by the modified Henry’s Law coefficient. This method

has been used in many previous studies (Adams et al., 1999; Jacobson, 2001; Chin

et al., 2002). However, the time to establish the thermodynamic equilibrium be-

tween the gas and aqueous phase varies substantially depending on particle sizes and

ambient meteorological conditions (Meng and Seinfeld , 1996; Seinfeld and Pandis ,

1997). Therefore several other methods that can approximately account for the mass

transfer process have been used.

The most accurate method for treating HNO3 thermodynamics is to use a fully

dynamic mass transfer calculation applied to each aerosol size bin (Meng et al., 1998;

Jacobson, 1997; Pilinis et al., 2000). This dynamical method (DYN) is set as the

reference method in our study. In this method, a set of the nonlinear time-dependent

equations is solved simultaneously in each size bin i (i=1,2,3,. . . ,n):

dC∞
dt

= −
n∑

i=1

Ji (4.4)

dCi

dt
= Ji (4.5)

Ji = 4πDgRiNif (Kni
, α) (C∞ − Ci,eqηi) (4.6)

where C∞ is the ambient gas-phase HNO3 concentration, Ci is the aqueous-phase
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concentration in the size bin i, Ci,eq is the gas-phase HNO3 concentration at ther-

modynamic equilibrium in size bin i. Ji is the mass transfer rate in size bin i. Dg

is the diffusivity of HNO3, Ri is the radius of the particles in size bin i, Ni is the

aerosol number concentration. f is a function of the Knudsen number (Kni
) and

accommodation coefficient (α). ηi is the Kelvin effect correction for size bin i.

Figure 4.4 gives the total aerosol number concentrations and mass concentrations

in each section calculated by using the DYN method. Clearly, in all six sites, the

number concentration in section 1 dominates, for both January and July. The sum-

mation of other three sections is less than 0.1% of the aerosol number in section 1.

However, a large portion of the aerosol mass is in the coarse mode (section 2, 3, 4).

This aerosol mass may compete for the water vapor with small particles, and thus

may affect the total number of cloud droplets nucleated.

The soluble mass fraction in the aerosols will probably affect the effect of nitrate

on the cloud nucleation. Therefore, in Figure 4.5, we list the fractions of soluble

species in section 1 for all sites. The aerosol particles in regions with large fossil fuel

burning, such as EUR, EUS, and NPA, are mainly soluble. In other sites, due to the

inclusion of dust and insoluble carbonaceous species, the soluble fraction is lower.

Figure 4.6 shows the ratio of HNO3 mass in each section to total HNO3 mass

calculated from the IMPACT simulations. The ratio of gas phase HNO3 mass to

total aerosol mass in section 1 is also shown. The fraction of nitrate in the coarse

mode is small since most coarse mode aerosols originate from fragmentation of dust

and outburst of sea salt. In the small mode (section 1), the nitrate accounts for a

large portion in January.

Another alternative approach that is commonly adopted by gas-phase chemistry

models is to use the first-order loss rate to account for the uptake of HNO3 on
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Figure 4.5: Soluble fractions of the aerosols in section 1 calculated from the IMPACT
simulation with the DYN aerosol dynamical module at six sites.
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Figure 4.6: The ratio of HNO3 mass in each section to total HNO3 mass calculated
from IMPACT simulations with DYN aerosol dynamical module. The
ratio of gas phase HNO3 mass to total aerosol mass in section 1 (denoted
as g) is also shown (the unit of gas phase HNO3 has been changed to
mass concentration unit).



109

aerosol surfaces (Dentener and Crutzen, 1993; Tie et al., 2003; Bauer et al., 2004).

This method is called the uptake method (UPT) in this study. In this method, the

removal rate of gas phase HNO3 is approximated by using a pseudo first-order rate

coefficient k:

dC∞
dt

= −
n∑

i=1

kiC∞ (4.7)

dCi

dt
= kiC∞ (4.8)

ki = 4πDgRiNif (Kni
, ν) (4.9)

Compared to the DYN method, the accommodation coefficient α has been re-

placed by an uptake coefficient ν, which represents all the processes that affect the

rate of gas uptake.

The hybrid method (HYB) combines the EQU method and the UPT method

(Liao et al., 2003, 2004). The uptake of nitrate by the sulfate and sea salt aerosols

is predicted by a bulk-phase thermodynamic equilibrium model, while the uptake of

nitrate by dust particles is predicted using the first-order loss rate method.

A Detailed description and comparison of the performance of these methods is

shown in Feng (2005).

4.2.3 Aerosol number size distribution

The mass concentrations of different aerosol species in four sections as described

above are from the IMPACT model run output. To study the aerosol effect on

clouds, the number size distribution of the aerosols is constructed based on the
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mass concentration in each section. The basic rules of the aerosol size distribution

construction are shown below:

1. The total mass in each section calculated from the number size distribution

should be the same as the input mass concentration.

2. The number distribution should be continuous at the edge of bins.

3. The number distribution should be always positive.

Two basic functions used in size fitting are n(r) = dN
dr

, which represents the

number size distribution, and M = 4
3
πρ

∫
n(r)r3dr, which is used to calculate the

total mass. Note in our calculation, the internal mixing of different aerosol species

is assumed.

A log-normal number distribution with rg = 0.04 µm and σ = 1.75 (Penner et al.,

2001a) is used for section 1. So the distribution can be represented by

n1(r) =
N1

(2π)1/2r ln σ
exp

(
−(ln r − ln rg)

2

2 ln2 σ

)
(4.10)

And the total number in section 1 (N1) can be calculated by

M1 =
4

3
πρ1N1

∫
1

(2π)1/2 ln σ
exp

(
−(ln r − ln rg)

2

2 ln2 σ

)
r2dr (4.11)

The subscript 1 denotes the section 1.

To assure the continuous distribution between section 1 and section 2, we assume

that n2(r2−1) = n1(r1−2), in which n1(r1−2) is the number concentration for the

maximum radius in section 1, and n2(r2−1) is the number concentration for the

minimum radius in section 2.

We use the following size distribution for section 2:

n2(r) =
1

k(r − r2−1) + 1/n2(r2−1)
(4.12)
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M2 =
4

3
πρ2

∫
r3

k(r − r2−1) + 1/n2(r2−1)
dr (4.13)

The coefficient k is calculated by assuring that the total mass in this section

derived from the distribution is same as that given in the input. This size distribution

is better than the linear size distribution, because if a linear size distribution is

used, to keep the total mass calculated in this section equal to that from the input,

a negative value of n2(r) at the maximum radius in this section may have to be

assumed, which violates rule 3 shown above.

A similar method is used to calculate the size distribution of aerosols in section 3

and section 4. After the above calculations, the aerosol number size distribution in

all 4 sections is constructed. A sample size distribution is shown in Figure 4.7. Note

that most of the aerosol numbers are in the first section.
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Figure 4.7: Sample size distribution before and after addition of NH+
4 and NO−

3 .
Logarithmic y axis is used in the embedded figure. The numbers in the
circles show the range of four size sections used in IMPACT simulation.
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The above size fitting applies to aerosol species other than NO−
3 and NH+

3 . NO−
3

and NH+
3 form through the deposition of volatile gases. Therefore we assume the

addition of them does not change the concentration of aerosols. They only modify

the size and the chemical composition of the aerosols. Here we term the aerosol

before addition of NO−
3 and NH+

3 as pre-existing aerosols. The mass of NO−
3 and

NH+
3 from the IMPACT simulation is distributed to pre-existing aerosols according

to their size distribution. For most aerosol particles, the Knudsen number, which is

defined as the ratio of the mean free path of the fluid and the radius of the aerosol

particle, is larger than 1. So we may assume the mass transfer is in the kinetic

regime. Therefore, the new size distribution after addition of these deposited solutes

can be calculated by assuming a surface area weighting addition:

dmij =




Sj

ji∑
j=1

Sj


 mi(NO−

3 , NH+
4 ) (4.14)

r′ij = rij ×
(

mij + dmij

mij

)1/3

(4.15)

where i denotes the sections (i=1,2,3,4), and j denotes the size bins in each section.

dmij is the deposited mass of HNO3 and NH3 in size bin j of section i. r′ij is the new

center radius for each size bin. A sample plot of new size distribution after NO−
3 and

NH+
4 is also shown in Figure 4.7.

4.2.4 Results and discussion

The IMPACT model simulations with different aerosol dynamical modules pro-

vide different aerosol concentrations and chemical compositions. The main difference

between these simulations is in the distribution of nitrate in the aqueous phase and

HNO3 in the gas phase. Based on the aerosol data from the DYN, UPT, HYB and
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EQU methods, we calculated the cloud droplet number concentrations (Nd) at the

six sites (EUR, CAF, EAS, EUS, NPA, SAM) mentioned above. In the parcel model

simulation, a constant updraft velocity 40 cm/s was assumed.

The results are shown in Figure 4.8. Both the January and July results are

given. The EAS and EUS sites have a largest Nd in both months. The two sites

where biomass burning is the main source of aerosol particles, CAF and SMA, have

small Nd. And at the CAF site there is a very clear seasonal difference.

The Nd from the HYB method agrees quite well with that from the DYN method.

However, the UPT and the EQU methods both underestimate Nd in all sites by 1%

to 12% compared to the more accurate DYN method. The reason why the UPT

and the EQU methods tend to underestimate Nd is that in these two methods, more

nitrate is distributed to large particles due to their inability to represent the mass

transfer process. Because of their low critical supersaturation, these large particles

are easily activated even without the addition of nitrate. Therefore, the addition of

nitrate does not affect the number of activated particles in these size bins. On the

other hand, the nitrate distributed to the size range around ∼0.05 µm is smaller from

the UPT and the EQU methods. Because this is the size dividing the activated and

inactivated aerosols in most conditions, a smaller solution effect can cause smaller

Nd calculated from the UPT and the EQU methods, compared to the DYN method.

The nitrate effect on Nd can be calculated by comparing the Nd simulated with

and without the HNO3 gas and nitrate aerosols. The baseline aerosols are given by

using the DYN method. For comparison, we also calculate sulfate effect on Nd by

removing the sulfate from the aerosol population. Figure 4.9 shows the change in the

simulated cloud droplet number concentration due to the nitrate and anthropogenic

sulfate. The change of Nd due to HNO3 and nitrate is between 5% and 30%, de-
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pending on the location and the season. The nitrate effect on clouds are comparable

to that of anthropogenic sulfate in most sites in July. In January, the relative im-

portance of nitrate is even larger. This simulation gives us an idea of how large the

HNO3 effect on clouds is, compared to the effect due anthropogenic sulfate.
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Figure 4.9: Percentage change of cloud droplet number concentrations by removing
nitrate in the aerosol and HNO3 in the air, and by removing anthro-
pogenic sulfate.

In the above calculation, we combined the effect due to HNO3 gas and the effect

due to the presence of nitrate in the aerosol particles. To better demonstrate the

HNO3 effect on cloud droplet number concentration, we differentiate these two effects

by adding the nitrate in the aerosol and the HNO3 gas separately. The nitrate in

the fine mode (section 1) and in the coarse mode (section 2,3,4) are also treated

individually so that we can see which mode is more important in the nitrate effect

on clouds. The results at EUR site are shown in Figure 4.10. We can see that both

HNO3 gas and nitrate in the fine mode contribute to the increase of Nd. The relative

importance depends on the distribution of nitrate in gas phase and aqueous phase.

In January, most nitrate is in the aerosol particles, so nitrate in the fine mode has

a larger contribution than HNO3 gas. The situation is reversed in July, when the

HNO3 gas concentration effect is more important. On both months, nitrate in the

coarse mode has little effect. However, this does not mean that the nitrate in the
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coarse mode has no effect in all scenarios. A test (not shown) showed that an increase

of the nitrate in the coarse mode by 5 times lowers the maximum supersaturation

and decreases Nd.
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Figure 4.10: Nd calculated at EUR site by using the aerosols from IMPACT run with
DYN dynamical module. ‘noHNO3’ means no gas or aerosol nitrate is
included. ‘NO3inFM’ denotes the only nitrate is the NO−

3 in fine mode
aerosols. ‘NO3inAM’ denotes NO−

3 is in both fine mode and coarse
mode aerosols. ‘withHNO3’ means the gas phase HNO3 is also included
besides the NO−

3 in the aerosol particles.

Basically, two counteracting effects caused by HNO3 and nitrate modify the sim-

ulation of cloud droplet number concentration. First, the addition of nitrate (a part

is from the deposition of HNO3 in the gas phase) increases the size and the solute

concentration in the aerosol particles. This change affect both the Kelvin effect and

the Raoult effect. The increase in size lowers the surface tension term in the Köhler

curve and thereby decreases the equilibrium vapor saturation (Kelvin effect). The

addition of dissolved molecules of solute in the aqueous phase also decreases the

equilibrium vapor pressure according to Raoult effect. This effect is influenced by

the fraction of soluble species in the pre-existing aerosols. When the pre-existing
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aerosol is mainly non-soluble, the addition of nitrate can boost the water uptake

ability, thereby increasing the cloud droplet nucleated. This is why the Nd change

due to nitrate is so large at the SAM site as shown in Figure 4.9. The generally

larger change in Nd change due to nitrate in January compared to July could also be

mainly explained by this. In addition to the soluble fraction in pre-existing aerosols,

the nitrate effect on Nd is also related to the total mass of nitrate and HNO3. The

second way that nitrate affects the cloud nucleation is through the modification of

the maximum vapor pressure obtained during the uplifting of the parcel. When the

number of aerosol particles is sufficiently large, the availability of water vapor could

be a factor influencing the cloud nucleation. The addition of nitrate competes for

water vapor with the pre-existing aerosol particles, therefore the maximum super-

saturation obtained in the uplifting process is lower. The result of this effect is to

decrease the number of aerosols activated, and may counteract the first effect.

The change in the distribution of HNO3 in the gas phase and aqueous phase in

the cloud nucleation processes can be explained by using Figure 4.11 and Figure

4.12. Figure 4.11 clearly shows that most gas phase HNO3 is transformed to nitrate

in the fine mode aerosols. Figure 4.12 shows the size-resolved aqueous phase NO−
3

concentration recorded in the parcel model simulation. From this plot, we can see

that for the fine mode aerosol, the change of nitrate is different for small particles and

big particles. For the particles large enough to be activated to form cloud droplets,

more nitrate is added by the deposition of gas phase HNO3 molecules, as a result

of increase in surface area during the updraft. For small particles which are not

activated in the updraft, the main flow of HNO3 is from aqueous to gas phase, due

to the small equilibrium HNO3 vapor pressure for these aerosols.

The change of Nd due to the above two effects may be affected by other fac-
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Figure 4.11: The fraction of nitrate in gas phase and in different sections of aerosol
phase at the beginning and at the end of parcel model simulation.
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tors. The pre-existing aerosol mass and the updraft velocity (w) can influence the

availability of water vapor in the air parcel and decide whether the competition of

water vapor between different aerosol particles is important. The temperature (T) is

also important in determining the equilibrium and the mass transfer rate of HNO3.

The choice of equilibration relative humidity (ERH), which is the relative humidity

at the start of parcel model simulation where the equilibrium state of water vapor

is assumed, may also affect the number of droplets activated during a cloud model

simulation (Romakkaniemi et al., 2005). Therefore, in the following study, we did

several sensitivity tests by modifying the total pre-existing aerosol mass, the updraft

velocity, the temperature, the ERH value, together with the previously mentioned

soluble fraction in aerosol particles, the nitrate and HNO3 concentrations. These

cases are based on the DYN aerosol results at the EUR site on January. The results

are given in Figure 4.13.

The nitrate effect on Nd depends on the mass of pre-existing aerosol particles.

We can see the change of Nd by adding nitrate is very large when the mass of the pre-

existing aerosols is small. This is partly due to the non-linear relationship between Na

and Nd (Nd increases much faster when Na is small), partly due to the small water

vapor competition in this case. The increase of HNO3 and NO−
3 concentrations

obviously enhanced the cloud nucleation. As mentioned above, the nitrate effect is

more distinct when the soluble fraction of pre-existing aerosol particles is smaller.

Figure 4.13 shows that reducing the soluble fraction by one half almost doubles

the nitrate effect. The temperature can change the adiabatic cooling rate and the

nucleated CCN due to the non-linear equilibrium vapor saturation as a function of T.

However, the change in T does not change the nitrate effect too much according to

our simulation. Updraft velocity can change both the number of Nd and the nitrate
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Figure 4.13: Sensitivity tests of different parameters on the change of cloud droplet
number concentration due to inclusion of nitrate. The bars show the
Nd values with or without nitrate. The numbers shown on the right
of the bars are the percentage change of Nd from simulations without
nitrate to with nitrate. In the base case, temperature is assumed to
be 15 ℃, and updraft velocity is assumed to be 40 cm/s. The ERH is
set to 98%. In Mass+ and Mass- cases, the mass concentrations of all
species other than NO−

3 are multiplied or divided by 10. In HNO3+ and
HNO3- cases, the gas phase HNO3 concentration is doubled or halved.
In NO3+ and NO3- cases, the NO−

3 concentration is doubled or halved.
In Sol f+ and Sol f- cases, the soluble fraction of pre-existing aerosols
is doubled or halved. Temperature is set to be 25 ℃ and 5 ℃ for T+
and T- cases. Updraft velocity is set to be 70 cm/s and 10 cm/s for
w+ and w- cases. ERH is set to be 99% and 97% in ERH+ and ERH-
cases, respectively.
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effect on Nd. When the updraft velocity is low, the change in Nd due to NO−
3 and

HNO−
3 is smaller, probably because of the slowdown of HNO3 vapor deposition on

aerosol and cloud particles. The change in Nd is small when ERH changes from 97%

to 99%.

4.3 Effect of nitrate on radiative flux

The radiative forcing of HNO3 and nitrate aerosols on clouds was calculated by

using the cloud droplet number concentration simulated above and a radiative trans-

fer model. To calculate the forcing, two scenarios were used. In the first scenario,

HNO3 mixing ratio and nitrate mass in aerosol particles were obtained from the

IMPACT simulation using the DYN thermodynamic aerosol module. In the second

scenario, the HNO3 mixing ratio and nitrate mass in aerosol particles are assumed to

be zero. The difference in the top of atmosphere (TOA) short wave fluxes calculated

for these two scenarios is the nitrate aerosol indirect forcing.

The nitrate aerosol indirect forcings simulated under different cloud conditions

are shown in Figure 4.14. The uncertainties due to cloud fraction and cloud LWC

are also indicated in the plot. In the base simulation, two cloud layers are assumed

as in Feng et al. (2004). Clouds are placed between 2-3 km and 3-4 km. Column

cloud fractions in these two layers are 0.5 and 0.5. The cloud liquid water content is

0.2 gm−3. The error bars shown in the plots are obtained from the simulation tests,

in which we change the cloud fraction and cloud LWC. We used a setting for cloud

fractions of 0.1 and 0.2 (low cloud fraction case), and 0.7 and 0.9 (high cloud fraction

case). We also used cloud LWC=1.2 gm−3 to examine the impact of a higher liquid

content.

The forcing of nitrate is related to the Nd change due to the addition of NO−
3
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and HNO3. Therefore, the relative magnitude of nitrate forcing for the different sites

shown in Figure 4.14 is similar to the percentage change in Nd shown in Figure 4.9.

However, the difference in solar incident radiation also affects the value of nitrate

indirect forcing. For the sites in Northern Hemisphere (EUR, EAS, EUS, NPA), the

forcing tends to be larger in July. For the SAM site which is in Southern Hemisphere,

the forcing is much larger in January than in July, due to a combination effect of

high nitrate in fine mode and high solar incident radiation. Although the CAF site

is also in Northern Hemisphere, the much larger HNO3 concentration in January

makes the Nd change higher than July. This effect dominates the effect due to the

difference in solar incident radiation, so the forcing is higher in January at the CAF

site.

What we also can see from Figure 4.14 is the uncertainty of the calculated nitrate

indirect forcing due to different choices of CF and LWC. The absolute value of this

forcing is larger when the cloud fraction is larger and the LWC is smaller.

The forcings at the EUP site by simulations using different aerosol dynamical

module methods are shown in Figure 4.15. The two month (January and July)

average values are given. The uncertainties due to different options of CF and LWC

are shown as the error bars. Similar to the results for the nitrate effect on Nd, the

forcing value by using the HYB method is very close to that using the DYN method.

The UPT method underestimates the forcing on average by about 30%.

The nitrate aerosol forcing calculated for January and July has been averaged and

compared to the indirect forcing due to anthropogenic sulfate aerosols (see Figure

4.16). At these sites, the nitrate aerosol indirect forcing is comparable to that of

anthropogenic sulfate. This large forcing indicates that in the future calculation of

aerosol indirect effect, the effect of nitrate aerosols and HNO3 gas can not be omitted.



124

-4.0

-3.0

-2.0

-1.0

0.0

EUR CAF EAS EUS NPA SAM

DYN UPT HYB

Figure 4.15: January and July average nitrate indirect forcing (Wm−2) calculated
by using different aerosol dynamical modules.
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Figure 4.16: Simulated January and July average aerosol indirect forcing by nitrate
and anthropogenic sulfate.
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4.4 Cloud droplet number parameterization including ni-
trate effect

4.4.1 Introduction

To simulate the aerosol indirect effect, it is essential to relate the cloud droplet

number concentration to the aerosol properties. The calculation of Nd can be ob-

tained by detailed simulations such as the cloud parcel model simulation we used in

the above study. However, applying these detailed simulations on the global scale is

not realistic due to the large computation time needed. Therefore a parameterization

is usually used, either an empirical method based on measurements, or a mechanistic

method based on microphysics.

The empirical methods link the cloud droplet number concentration and aerosol

properties based on surface measurements or chamber experiments. They do not

represent any physical mechanisms in the nucleation process. Physically based pa-

rameterization methods use information of aerosol properties and the atmosphere to

estimate the maximum supersaturation a rising parcel could obtain. They explic-

itly or implicitly assume the solute mass in a droplet is fixed as it grows in size.

Therefore, the critical size can be calculated according to Köhler curve based on the

aerosol size and composition at the cloud base.

However this is not often the case. When highly or weakly soluble gases are in the

atmosphere, or weakly soluble substances are in the aerosol, the critical saturation

ratio of water vapor can change during the updraft process (Kulmala et al., 1997).

Kulmala et al. (1993b) used numerical simulations to show that enhanced concen-

trations of atmospheric nitric acid vapor affect the cloud formation by increasing the

number of cloud droplets. The study in our research also shows this effect.

Here we propose a parameterization method in which the effect of HNO3 is con-
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sidered. In this method, we distribute the gas phase HNO3 into aerosol particles

within some size range. Then a physically based cloud nucleation parameterization

which represents the sectional aerosol size distribution is used to calculate the cloud

droplet number concentration.

4.4.2 Substitution method

Figure 4.11 shows that at the time of activation, most HNO3 molecules are de-

posited in section 1 in the aerosol phase. So variation of the gas-phase HNO3 is

generally controlled by equilibrium with the fine-mode particles.

As stated before, most of the mass transfer to the aerosol particle size is in

the kinetic region. Therefore, we re-distribute the gas-phase HNO3 to the fine mode

aerosols by using the surface area weighting method. Figure 4.17 shows a comparison

of simulated Nd before and after nitrate re-distribution by using an air parcel model.

Both simulations are based on aerosols and HNO3 gas from the IMPACT simulations

with the DYN thermodynamic module. The only difference between them is that we

re-distribute all the gas phase HNO3 into the fine mode aerosols in one case. They

show good agreement for most simulations. The relative bias defined as RMS(NDY N -

Nsub)/MEAN(NDY N) is less than 5%. And there is no systematic bias when the

re-distribution of HNO3 is used. This comparison provided the basis for using the

re-distribution of HNO3 in the aerosols to estimate Nd.

Since the detailed parcel model simulation on a global scale is impractical, we need

to use a parameterization to relate cloud droplet number concentration to aerosol

properties. The physically based cloud nucleation methods that use a sectional rep-

resentation of aerosol population can treat any aerosol size distribution and chemical

composition. Therefore, we chose two such parameterization methods, one by Abdul-
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Figure 4.17: Comparison of Nd by a parcel model simulations before and after re-
distributing HNO3 to fine mode aerosols. The unit is cm−3.

Razzak and Ghan (2002) (Later as AG3), and one by Nenes and Seinfeld (2003)

(Later as NS), to calculate the cloud droplet number concentrations. According to

the above theory, we distributed the gas phase HNO3 to the aerosol particles by

assuming all HNO3 molecules are deposited on the first section (fine mode). We

also assumed the mass added to each size bin in section 1 is calculated based on the

fraction of surface area. We call this method as the ‘substitution method’.

Tests have been done to show the performance of this parameterization. Figure

4.18 shows a comparison of Nd from the detailed parcel model simulation and from

the substitution method. The results from the AG3 and NS parameterizations with-

out considering the HNO3 gas effect is also shown for comparison. For simplicity,

we assume a single lognormal size distribution (r=0.05 µm, σ=1.9) for the aerosol
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population. The pre-existing aerosols are pure ammonium sulfate. We varied three

variables in the test: the aerosol number concentration, the updraft velocity, and

the HNO3 mixing ratio in the atmosphere. The results show that the substitution

method can capture the increase of Nd due to the deposition of HNO3. However, we

can see the Nd from the AG3 parameterization is biased to larger values, particularly

when the Nd values are high, While the Nd from the NS parameterization is biased

to small values when the activation ratio is small. When the activation ratio is high,

an overestimation is observed. This can not be explained by the difference of nitrate

distribution in re-distribution method and in DYN method, since Figure 4.17 shows

there is no clear systematic bias between them. We suppose this bias comes from the

AG3 and NS parameterization methods themselves. According to Figure 3 in the

paper by Abdul-Razzak and Ghan (2002), AG3 method tends to overestimate the Nd

when the aerosol number is high. And the plots in Nenes and Seinfeld (2003) also

show their method tends to underestimate the Nd, particularly in cases with high

aerosol activation ratios.

4.5 Summary

In this chapter, we studied the aerosol indirect effect by an important aerosol

component nitrate, and its counter part in the atmosphere, HNO3. Different distri-

bution methods of nitrate in the gas phase and aerosol phase were used to calculate

the cloud droplet number concentration in different representative sites on the earth.

Compared to the more accurate DYN method, the HYB method produces very simi-

lar Nd. The UPT and EQU methods tend to underestimate the cloud droplet number

concentration. Both nitrate in the aqueous phase and HNO3 in the gas phase have an

effect on cloud nucleation. Most of the HNO3 gas is re-distributed to the fine mode
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Figure 4.18: The comparison of simulated Nd from detailed parcel model and from
the parameterization by assuming the gas phase HNO3 is distributed
to find mode aerosols according to surface area distribution. The Nd

values from the parameterization without considering gas phase HNO3

effect are also shown. Two physically based parameterizations (Abdul-
Razzak and Ghan (2002) (AG3), Nenes and Seinfeld (2003) (NS)) are
used.

aerosols in the uplifting process. The change of Nd due to nitrate and HNO3 gas is

affected by some properties of the aerosol particles and the atmosphere, including

the soluble fraction of the pre-existing aerosol, the pre-existing aerosol concentration,

the HNO3 concentration in the atmosphere, the NO−
3 concentration in the aerosols,

the updraft velocity, etc.

We also calculated the indirect radiative forcing due to the nitrate and HNO3, and

compared it to the anthropogenic sulfate indirect forcing. Different options of cloud

fraction and cloud liquid water content were used. The nitrate aerosol indirect effect

on the TOA radiative flux was found to be comparable to that by anthropogenic

sulfate at these sites.

Based on the theory that most HNO3 is transferred to fine mode aerosol particles,

we re-distributed the HNO3 to the aerosol phase according to the surface area dis-
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tribution. Then, two parameterization methods (AG3 and NS) were used together

with the new nitrate distribution to approximate the effect due to HNO3 gas. A

comparison of Nd from the parameterization and from the model was made and dis-

cussed. The substitution method is better in representing the HNO3 effect than the

original non-HNO3 method.

Other condensable species, such as HCl and NH3, may have a similar effect on

the CCN activation. There are very few studies to quantify the effects by HCl and

NH3 on clouds and climate. We hope to include them in a future study.



CHAPTER V

Influence of anthropogenic aerosols on cirrus

clouds and global radiation

5.1 Introduction and motivation

5.1.1 Cirrus clouds and the nucleation mechanisms

The fraction of cirrus cloud cover is about 30% globally and more than 70% in the

tropics (Wylie and Menzel , 1999). Cirrus clouds scatter shortwave solar radiation

(SW) and absorb longwave terrestrial radiation (LW), thereby modifying the global

radiative balance (Liou, 1986). Cirrus clouds may also modify the formation and

the properties of aerosols in the upper troposphere. The formation of new particles

is favored in this region (Liu and Penner , 2005) and these newly formed particles

may grow to Cloud Condensation Nuclei (CCN) and impact the cloud formation

(Lee et al., 2003, 2004). Pre-existing aerosols can also be modified by heterogeneous

reactions on ice crystals (DeMott et al., 2003). In addition, cirrus clouds have an

important role in precipitation initialization as well as influencing the ozone con-

centration in the upper troposphere and lower stratosphere (Borrmann et al., 1996;

Kley et al., 1996).

Cirrus clouds are made of ice crystals. The creation of new ice phase from a

metastable state occurs via germs of the new phase (Vali , 1996). The free energy

131
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of a germ has to be overcome before it becomes stable. This phase transition can

take place through either homogeneous nucleation or heterogeneous nucleation. Ho-

mogeneous nucleation is the spontaneous freezing of a supercooled droplet or haze

particles at sufficiently low temperature and is the dominant nucleation mechanism

in upper troposphere if the supersaturation with respect to ice is large (Jensen and

Toon, 1994). Heterogeneous nucleation occurs when the foreign material is available

for nuclei. This foreign material (called ice nuclei, IN) can be bacteria debris, or

mineral dust, or soot particles. Heterogeneous nucleation could also be important

because it occurs at lower supersaturation (DeMott et al., 1998). IN such as soot

particles coated with sulfuric acid requires a vapor saturation ratio with respect to ice

Si ≈ 1.3 before freezing occurs (Kärcher et al., 1998; Mohler et al., 2005), compared

to a requirement of Si ≈ 1.4− 1.7 for homogeneous nucleation (Koop et al., 2000).

The INterhemisphere differences in Cirrus properties from Anthropogenic emissions

(INCA) field measurements provided evidence for the existence of heterogeneous nu-

cleation in mid-latitude cirrus clouds (Haag et al., 2003). However, there are still

open issues regarding the preferred mode of ice nucleation in cirrus clouds (DeMott

et al., 2003). No decisive data on this topic have been published.

For heterogeneous nucleation, several nucleation modes represent the different

pathways in which the liquid phase or vapor phase is converted to ice phase (Vali ,

1996). The deposition nucleation mode is the direct deposition of water vapor on

the surface of IN. The condensation freezing mode occurs when an aerosol particle

first serves as a CCN to form a drop, which then freezes at some time during the

condensation stage. The immersion mode refers to the freezing of a haze drop in

which the IN is immersed. This mode is common for those particles with insoluble

core and soluble coating. The contact mode occurs when the IN comes into contact
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with the supercooled drop and causes freezing. The condensation freezing mode and

the contact mode may be dominant in mixed-phase clouds with the temperature

between 0 and -37 ℃ (Pruppacher and Klett , 1997). However, in cirrus clouds,

because the relative humidity rarely exceeds the water supersaturation to activate

the CCN, the condensation freezing mode is not important. So we do not consider

this mode here. The contact mode is also omitted in this study, since the collision

and collection rate between IN and drops are low in the upper troposphere (Young ,

1993).

5.1.2 Ice crystal number in cirrus clouds

A key but still poorly understood parameter in studying cirrus clouds is the

ice crystal number concentration (Ni). Similar to the Twomey effect occurred in

warm clouds, a change in Ni can modify the size of ice crystals, thereby changing

the microphysical and radiative properties of cirrus clouds. Gultepe et al. (1998)

showed that a 50% uncertainty in equivalent radius for ice crystals may cause a 10

Wm−2 change in net radiative cloud forcing. Better understanding and estimation

of Ni are also important for a better understanding of the atmospheric moisture

budget (Fowler and Randall , 1996), and for a better estimation of the greenhouse

gas warming effect (Senior and Mitchell , 1993).

The value of Ni depends on microphysical, thermodynamical, and dynamical

parameters as well as the characteristics of the aerosols which form the ice. The in-

teractions between these factors are complex. Variations in the factors that drive the

nucleation of ice and variations in the physical and chemical characteristics of aerosol

particle populations lead to the formation of cirrus with different microphysical char-

acteristics (DeMott et al., 2003). Low temperature (T) and high relative humidity
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with respect to ice (RHi) are necessary conditions for ice formation. Aerosol par-

ticles can change Ni in different ways, depending on the aerosol properties and the

environment for cloud nucleation. Although sulfate has sometimes been observed to

dominate the aerosol population (Sheridan et al., 1994), insoluble species were found

in a large proportion of aerosols on other occasions (Chen et al., 1998; Talbot et al.,

1998; Buseck and Posfai , 1999). The main pathway for sulfate aerosols to affect the

cirrus clouds is through homogenous freezing of sulfate haze particles. The presence

of insoluble aerosols that act as IN can alter this pathway through heterogeneous

nucleation.

The relationship between Ni and the properties of aerosol particles is not very

clear yet. Previous studies showed that the majority of particles found in the tro-

posphere are not IN (Sassen and Dodd , 1988). However, DeMott et al. (1994) sug-

gested that changing aerosol size and composition may have a large impact on cirrus

formation and the crystal number concentration. And several measurements have

demonstrated that Ni can be modified by aerosols (Ström and Ohlsson, 1998; Kris-

tensson et al., 2000). Anthropogenic activities can change the concentrations and

properties of aerosol particles in the upper troposphere and affect the crystal number

concentrations in cirrus clouds. However, in most current GCMs, simple relation-

ships between Ni and temperature (T) or supersaturation (Si) or both (Fletcher ,

1962; Meyers et al., 1992) are used. These relationships are derived from measure-

ments at low altitudes or from chamber experiments in relatively warm temperatures

(-2 ∼ -30 ℃) (Gultepe et al., 2001). So they may be not suitable for simulations of

upper troposphere atmosphere, where the temperature and aerosol concentrations

are much lower, and the vapor supersaturation could be much higher. In addition,

these relationships do not include the ice number dependence on aerosol particles
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and the competition between different ice nucleation modes. Therefore they can not

be used to study the impact of anthropogenic aerosols on the climate through their

alteration of cirrus clouds.

5.1.3 Aerosol effect on cirrus and climate

The radiative properties of cirrus clouds are very sensitive to the size, concentra-

tion, phase, and shape of the cirrus particles (Stephens et al., 1990). These cloud

properties could be affected by changes in aerosol particles acting as ice nuclei (IN).

The role of anthropogenic aerosols on cirrus cloud properties is still an open question

because the interactions between aerosols and cirrus clouds are complex and poorly

known, and measurements of cirrus cloud properties are sporadic due to the lack of

appropriate instruments, the low concentration and irregular shape of ice crystals,

and the high altitude of occurrence. This dearth of measurements make it hard

to fully validate results from models of cirrus formation and their interaction with

aerosols.

Human activities can influence concentration of aerosol particles in the upper

troposphere in several ways. For example, surface generated soluble and insoluble

particles due to combustion processes could be transported to high altitude by cumu-

lus convection. Soot particles from biomass burning and fossil fuel burning become

more soluble when aging in the atmosphere (Cachier et al., 1995; Liousse et al., 1996;

Liu et al., 2005). Aircraft exhaust contains insoluble soot which becomes coated with

the soluble sulfate in the exhaust plume(Mohler et al., 2005). Global aviation has

experienced rapid growth and the total aviation fuel use was projected to increase by

3% per year between 1990 and 2015 (Penner et al., 1999). This changing of aerosol

particles may affect the ice nucleation process and the ice crystal number. Ström
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and Ohlsson (1998) observed that the crystal number density is enhanced about a

factor two in cirrus clouds where the soot content exceeded 0.01 µg m−3 compared

to cirrus with less soot. If the cloud water content remains constant, a two-fold

increase in crystal number would translate into a reduction of the mean crystal size

by about 20%. This reduction of crystal size will modify both the SW and LW ra-

diative balance in the atmosphere, and may therefore change surface temperatures.

Kristensson et al. (2000) observed that the effective crystal diameter decreased by

10-30% in cirrus clouds perturbed by aircraft. The radiative forcing due to increased

cloudiness by increasing aviation-produced aerosols is believed to be small on a global

scale, but could approach 1 Wm−2 regionally (Fahey and Schumann, 1999; Boucher ,

1999). Minnis et al. (2004) estimated the maximum contrail radiative impact by

assuming that the long-term trends in cirrus coverage are due entirely to air traffic

in areas where humidity has been relatively constant over time. They estimated a

radiative effect of between 0.006 and 0.025 Wm−2 over the US.

The effect of aerosols on cirrus clouds could be very different for different modes

of nucleation. If homogenous freezing of solution droplets is the dominant formation

path of cold cirrus, then the number of ice crystals formed is expected to depend on

the updraft velocity, and is relatively insensitive to the number of aerosols or their

composition (Jensen and Toon, 1994). This is because soluble particles are not the

limiting factor that determine the number of cirrus ice crystals (Haag and Kärcher ,

2004). When heterogeneous nucleation is dominant, an increase in IN can increase the

concentration of ice crystals formed. A pronounced indirect aerosol effect on cirrus

is also possible when two types of freezing aerosol particles compete during cloud

formation. Adding efficient ice nuclei to liquid aerosol particles can lead to a marked

suppression of RHi and thereby reducing ice crystal number densities if the number of
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heterogeneous IN is less than the number of homogeneous IN. The magnitude of this

effect depends on the updraft velocity, temperature, and the number and freezing

properties of the ice nuclei (Kärcher and Lohmann, 2003).

The importance of heterogeneous IN on cirrus clouds is unknown. Heymsfield and

Miloshevich (1993) and Jensen and Toon (1994) concluded that homogeneous nucle-

ation of supercooled drops are responsible for the occurrence of ice, and that aerosol

properties do not significantly affect cirrus cloud properties. However, Rogers (1994)

and DeMott et al. (1994) argued that even a small number of heterogeneously nucle-

ated ice crystals would lower the maximum relative humidity, so that the change in

aerosol properties would have a large impact on cirrus formation. Seifert et al. (2004)

observed a complex relationship between the number density of interstitial aerosol

(Nint) and crystals (Ncvi), which were measured simultaneously by aircraft-carried in-

struments. For lower number densities Nint and Ncvi were positively correlated. But

when Nint increased above about 100 to 200 cm−3, the mean Ncvi decreased. Com-

pared to warm clouds, the macro- and microphysical properties of cirrus clouds have

a high degree of variability (Mace et al., 1997) in horizontal, vertical, and temporal

dimensions. GCM-produced RHi and updraft velocity (w) do not generally resolve

small scale sub-grid variations and can not therefore be used for ice cloud nucleation

directly. This limits our ability to model ice nucleation since the understanding of

upper troposphere relative humidity and turbulence is still poor. Another difficulty

originates from the irregular shape of ice crystals in clouds. This makes the repre-

sentation of the ice crystal size spectrum and the calculation of effective radius for

use in radiative codes difficult. The calculated aerosol effect on ice crystal radiative

properties could be influenced by different assumptions about ice crystal shape and

size distribution, and different definitions of ice cloud effective radius.



138

5.1.4 Motivation of this study

As stated above, human influences on aerosol particles could affect the number

concentration and the size of ice crystals in cirrus clouds. And this will change the

radiative balance by modifying the scattering of incoming solar radiation and the

absorption of upwelling LW radiation emitted by the surface and lower atmosphere.

However, due to the lack of measurements and the insufficient understanding of

the detailed physical processes, not much effort has been done in characterizing the

ice properties and simulating the anthropogenic aerosol effect on cirrus clouds and

climate, particularly on the global scale. A parcel model or trajectory model (Haag

and Kärcher , 2004) has been exploited for studying regional scale aerosol effects.

However, in global modeling, the nucleation parameterization methods have to be

used instead.

Recently, two physically-based ice nucleation parameterizations, which relate the

ice crystal number concentration to the aerosol properties, have been developed (Liu

and Penner , 2005; Kärcher et al., 2006). In the following sections of this chapter,

we use these two methods to simulate the ice crystal number concentration (Ni) and

effective radius (re) in the global scale. We evaluate the changes of Ni and re due

to the anthropogenic aerosols. We also use a radiative transfer model to study the

radiative impacts of these aerosols on cirrus clouds and global climate. In Section 2,

the simulation method, including the preparation of aerosol concentrations and the

meteorological fields, the parameterization methods, and the calculation of radiative

properties and radiative transfer, is presented. In section 3, the results of Ni and re

from two parameterization methods and different meteorological fields are shown and

compared. The detailed physics causing the patterns and the relative importance of

different nucleation modes are discussed. In section 4, we calculate indirect effect on
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cirrus clouds by anthropogenic sulfate, anthropogenic soot from surface sources, and

aircraft generated soot particles. We also provide a discussion of the different factors

affecting SW radiation and LW radiation. Sensitivity tests are made. Section 5 gives

a summary of the whole chapter.

5.2 Simulation method and data preparation

5.2.1 Overview of the simulation method

The calculation of anthropogenic aerosol indirect forcing on cirrus clouds and

global climate follows the method used in previous chapters. We perform a set of

model simulations in which different emission scenarios of aerosols and aerosol pre-

cursors are used (See Table 5.1). The first simulation uses only the natural emissions

of aerosol particles, which include natural emissions of sulfate, soot from surface

sources, and dust particles. Particles from the emissions for anthropogenic sulfate,

anthropogenic soot from surface sources, and soot from aircraft source are added in

succession in different simulation cases. By using the aerosol concentrations simu-

lated by a Chemical Transfer Model (CTM), we calculate the in-cloud Ni using ice

nucleation parameterizations. The values of Ni are then used to derive the ice crystal

effective radius and cloud radiative properties, and a two-stream radiative transfer

model is used to calculate the difference in the top of the atmosphere (TOA) radiative

flux for the different emission scenarios listed in Table 5.1. This provides a first-order

measure of the indirect effect due to anthropogenic sulfate, anthropogenic soot from

surface sources, and soot generated by aircraft. We concentrate our study on the

first indirect effect only, so the subsequent effects of aerosols on the precipitation

efficiency of ice clouds is ignored.

Two sets of global aerosol and meteorological data are used to provide the input
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Table 5.1: Emission scenarios used in the simulations. Only those aerosol species
affecting the formation of ice crystals are listed.

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Natural sulfate Natural sulfate Natural sulfate Natural sulfate
Natural soot Natural soot Natural soot Natural soot
Dust Dust Dust Dust

Anthrop. sulfate Anthrop. sulfate Anthrop. sulfate
Anthrop. soot Anthrop. soot
(surface sources) (surface sources)

Anthrop. soot
(aircraft source)

for the ice nucleation parameterization. In the first set, the meteorological data

are from the 1997 GEOS assimilation by NASA Data Assimilation Office (DAO)

(Pfaendtner et al., 1995). The cloud fraction (CF) (Sundqvist et al., 1989) and cloud

ice water content (IWC) (Hack , 1998) are from parameterization methods based on

DAO data. The aerosol concentrations are based on simulations of the University of

Michigan version of the LLNL Integrated Massively Parallel Atmospheric Chemical

Transport model (IMPACT) (Rotman et al., 2004; Liu et al., 2005) in which the DAO

meteorological data are used for input. Hereafter we call the simulation using this

data set as the DAO simulation. In the second set, the aerosol and meteorological

fields are from simulations of the CAM3 version of the Community Atmosphere

Model (CAM) (Collins et al., 2004), to which the IMPACT model is coupled. The

simulation using this data set is called the CAM simulation. Both meteorological

fields are provided every 6 hours.

The aerosol concentrations used in the radiative transfer calculations for direct

scattering and absorption are assumed to be the same in all cases in order to exclude

any effects from aerosol direct radiative forcing. Since we only concern the aerosol

effects on cirrus clouds, we do not apply the parameterization in clouds with temper-
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atures above -35 ℃. For the warm clouds, we assume a fixed effective radius based

on Han et al. (1994): 11.8µm over ocean and 8.5µm over land.

In the calculation of Ni, two physically-based ice nucleation parameterization

methods are used, which will be described in section 5.2.3. In using these parameter-

ization methods, we consider three different types of aerosols and their corresponding

ice cloud nucleation modes. Sulfate aerosols are highly soluble so we assume they

form ice through homogeneous freezing after deliquescence. The major IN for im-

mersion nucleation is assumed to be soot particles coated with soluble substances

(Mohler et al., 2005). Deposition nucleation is assumed to occur on dust aerosols.

These species have have been revealed to be the major aerosol components in the

upper troposphere and lower stratosphere (Chen et al., 1998; Cziczo et al., 2004).

5.2.2 Simulation of aerosol number concentrations

Monthly mean aerosol number concentrations are calculated by running the IM-

PACT model. In the DAO simulation, the DAO meteorological filed is input to

IMPACT. In the CAM simulation, IMPACT is coupled with CAM so that CAM

provides real time meteorological parameters for IMPACT.

In the IMPACT simulations of this study, the anthropogenic sulfur and anthro-

pogenic soot from surface sources represent an emission scenario for the year 2000.

The emissions of anthropogenic sulfur were derived based on Smith et al. (2001),

with update and extension. Total amount of global anthropogenic sulfur emissions

is 61.8 Tg-S per year. Volcanic sulfur emissions were based on Andres and Kasgnoc

(1998) and the global value is 4.8 Tg-S per year. Marine DMS emissions are the

average of the high end estimate and the low end estimate from Kettle and Andreae

(2000), with global total value of 26.1 Tg-S per year. The total amount of natural
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Organice carbon (OC) emissions is 14.4 Tg per year which was derived by assuming

that 9% of the terpene emissions (Guenther et al., 1995) were rapidly converted to

OC. OC and soot emissions from fossil fuel and biomass burning were estimated

by using Ito and Penner (2005) with some sdjustments. The total amount of BC

from fossil fuel burning and biomass burning is 5.80 Tg per year and 4.71 Tg per

year, respectively. Sea salt particles emissions were calculated by using an emission

flux parameterization based on Gong et al. (1997). Sea salt particles are assumed to

be injected into the lowest model layer only. Dust emissions were derived from the

source regions defined in Ginoux et al. (2001) and the 10 meter wind speed. Dust

particles are assumed to be uniformly injected in the boundary layer.

Mass concentrations from the IMPACT simulations and size distributions for

different aerosol species are used to calculate the number concentrations. Sulfate

particles and soot particles are assumed to have a single log-normal size distribution.

The soot generated by aircraft is assumed to have a smaller mode radius than that

of soot from surface source. Dust particles are assumed to have a 3-mode log-normal

size distribution fitted from airborne observations in the free troposphere. To con-

vert aerosol mass concentration to number concentration, particle densities for these

species are assumed. Table 5.2 provides a summary of the aerosol size distributions

and densities in upper troposphere.

Figure 5.1 shows the annual zonal mean and 200mb anthropogenic sulfate num-

ber concentrations from the DAO simulation and the CAM simulation. There is

reasonable agreement in lower troposphere between these two runs. The largest con-

centrations are found at the surface of northern hemisphere mid-latitudes, where

most anthropogenic sulfur from fossil fuel burning is emitted. There is clear inter-

hemispheric difference of concentrations. In upper troposphere where ice clouds
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Table 5.2: Number size distributions and densities of sulfate, soot and dust particles
in upper troposphere.

Species Density (g cm−3) Size distribution Source
Sulfate 1.7 r = 0.02 µm Lin et al. (2002)

σ = 2.3
Soot 1.5 r = 0.07 µm Pueschel et al. (1992)
(surface sources) σ = 1.5
Soot 1.5 r = 0.023 µm
(aircraft source) σ = 1.5
Dust 2.6 r1 = 0.010 µm de Reus et al. (2000)

σ1 = 2.3
f1 = 0.152
r2 = 0.045 µm
σ2 = 1.6
f2 = 0.727
r3 = 0.275 µm
σ3 = 2.5
f3 = 0.121

occurs, the CAM simulation has more anthropogenic sulfate concentrations in mid-

to high latitude. Typical values at these regions are 10∼80 cm−3 for the DAO simu-

lation and 20∼200 cm−3 for the CAM simulation. In the upper troposphere on some

tropical region, the anthropogenic sulfate concentrations, which is calculated from

the difference of sulfate concentrations using PD emissions and PI emissions, is very

low.

Similarly, we show the zonal mean and 200mb number concentrations of anthro-

pogenic soot from surface sources in Figure 5.2. Better agreement between the DAO

simulation and the CAM simulation is found. Even at the upper troposphere, there

is small difference from these two simulations. High values are present in Central

Africa and Southern America, where biomass burning is large. At 200mb, typical

concentrations of anthropogenic soot from surface source are 0.5 ∼ 10 cm−3.

Soot particles generated by aircraft are mostly emitted in the upper troposphere,
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Figure 5.1: Zonal mean (upper) and∼200mb (bottom) anthropogenic sulfate number
concentrations (cm−3) calculated from the DAO simulation and the CAM
simulation.

although some of them could be emitted at the low altitudes during take-off and

landing near the airports. So from Figure 5.3, we can see the largest values are

between 200mb and 300mb, where the main aircraft flight levels are located. Their

spatial variability is different from that of soot from surface sources. Most airplanes

fly in the northern hemisphere mid-latitudes, therefore high values of aircraft soot

can be found in this region, particularly between Europe and Northern America

where most number of airlines are present. The lifetime of soot particles at high

altitudes is long enough to survive the transport from mid-latitudes to the polar

regions. The DAO simulation and the CAM simulation provide similar values and

patterns of aircraft generated soot concentrations at high altitude. Typical values
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Figure 5.2: Zonal mean and∼200mb number concentrations (cm−3) of anthropogenic
soot calculated from surface sources from the DAO simulation and the
CAM simulation.

are 0.01 ∼ 2 cm−3 at 200mb.

At ∼200mb, the number concentrations of soot from surface sources are gener-

ally 10 times higher than that from aircraft sources in the SH. While in the NH,

the aircraft generated soot could account for a very important fraction in the total

soot. This result agrees well with that from Hendricks et al. (2004), which shows the

aviation can cause large scale increase in the Upper-Troposphere Lowermost Strato-

sphere (UTLS) soot particle number concentration of more than 30% in regions

highly frequent by aircraft.
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Figure 5.3: Zonal mean and 200mb number concentrations (cm−3) of soot generated
by aircraft calculated from the DAO simulation and the CAM simulation.

5.2.3 Parameterization methods

As stated above, calculations of the ice crystal numbers in the current GCMs

are generally based on simple empirical equations which do not depend on aerosol

properties. Therefore they are not suitable for estimating the effect of anthropogenic

aerosols on cirrus clouds and climate. Recently two methods for treating ice nucle-

ation which account for the effect of aerosols and for the competition between dif-

ferent nucleation modes have been published. Both of these two methods are based

on physical theory. By using these parameterization methods, Ni can be related to

aerosol and meteorological parameters.
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Liu and Penner (2005) proposed an ice nucleation parameterization for a global

model, based on detailed simulations of a cloud parcel model (Lin et al., 2002)

(Hereafter called the LP method). This method treats homogeneous nucleation and

two modes of heterogeneous nucleation: deposition nucleation and immersion freezing

mode. In this method, Ni is related to aerosol concentrations, and microphysical and

dynamical parameters, based on the results of the parcel model simulations.

A transition regime between homogenous and heterogeneous nucleation is consid-

ered in this parameterization to account for the vapor competition between homo-

geneous nucleation and heterogeneous nucleation. RHi is a necessary input in this

parameterization method.

Kärcher et al. (2006) developed a parameterization scheme for ice initialization

and initial growth in young cirrus clouds (Hereafter called the KL method). A

prognostic supersaturation equation that accounts for the increase in supersaturation

due to the adiabatically ascending parcel and the decrease in supersaturation due to

vapor deposition on pre-existing ice particles is integrated using variable time steps.

The number of nucleated ice crystals is tracked in the integration. This method

also allows for multiple particle types and competition between different nucleation

modes.

These two physically based ice cloud nucleation parameterization methods have

been implemented in the global scale calculation in this study. In the DAO simu-

lation, since the in-cloud variability of relative humidity is represented by a normal

probability (which will be given in detail in a later section), we do not track the RHi

change as the KL method does. So for the DAO simulation, we only use the LP

method to calculate Ni.

The CAM model only provides the large scale RHi after saturation adjustment,
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in which any supersaturation with respect to the ice above 100% is converted to ice

water immediately after each time step. Therefore, no supersaturation is given in the

CAM output. This RHi field can not be used to predict Ni directly since most cirrus

clouds form at high supersaturation. By assuming this RHi is the out-of-cloud value,

we may track the Ni and RHi change of the air parcel by using the KL method. In

another option, we record the maximum RHi simulated in the KL method, and apply

this relative humidity to the LP method to calculate Ni. The detailed consideration

of the sub-grid variations of RHi is described in the next section.

5.2.4 Meteorological field

The most important meteorological parameters that affect the calculation of Ni

are the temperature (T) and the relative humidity respect to ice (RHi). In addition,

the cloud fraction (CF) and cloud ice water content (IWC) can affect the TOA

radiative forcing in the radiative transfer modeling. As stated before, in the DAO

simulation, these meteorological parameters are obtained from the DAO assimilation

or parameterization methods based on the DAO data. In the CAM simulation, they

were saved from the instantaneous fields of coupled CAM-IMPACT simulations.

Ice crystals may form as long as the temperature is colder than 0 ℃. However,

when the temperature is above ∼37 ℃, mixing phase of water and ice could exist

(Rogers and Yau, 1989). In this study, we only consider these clouds formed at a

temperature of less than -37 ℃, i.e., pure ice clouds. As Figure 5.4 shows, these low

temperatures occur only at polar regions or in the upper troposphere.

The 1997 DAO GEOS assimilation did not remove surplus water vapor over the

saturation vapor pressure with respect to water, therefore the distribution of RHi is

biased high. Here we utilize the relative humidity in the upper troposphere derived
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Figure 5.4: Annual zonal mean temperature (℃) calculated from the DAO simulation
and the CAM simulation

from the MOZAIC (Measurement of OZone on Airbus In-service airCraft) data set

(Marenco et al., 1998; Gierens et al., 1999) to adjust the large scale DAO RHi. The

occurrence fractions of RHi in each 10% section in the flight route between 200mb

and 300mb from MOZAIC measurements were calculated. Note since what we want

is to adjust large scale DAO RHi, we averaged the MOZAIC measured RHi in each

DAO grid. The derived histograms of the RHi from MOZAIC data and DAO data are

shown on Figure 5.5. These histograms show the fraction of supersaturation respect

to ice from DAO data is much larger than that from MOZAIC. Based on MOZAIC

RHi distribution, we adjust the DAO RHi in the following way. Starting from the

highest RHi, a fraction of the data in a particular RHi section is modified so that

it is moved to adjacent RHi section. And this fraction is determined in such a way

that after the modification, the occurrence percentage in this RHi section is same as

that in MOZAIC RHi histogram. After the smallest RHi section has been modified,

the resulting DAO RHi distribution after adjustment is very close to MOZAIC RHi

distribution (see Figure 5.5).

But even after the adjustment, the RHi is only the grid average value and can
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Figure 5.5: Grid average RHi distribution between 200mb and 300mb calculated from
the DAO simulation before and after the adjustment based on MOZAIC
measurements.

not represent the sub-grid scale variation of RHi. In the DAO simulation, the sub-

grid variation is considered by using a normal probability distribution function in

our parameterization of ice formation. The large scale RHi obtained from the above

adjustment is used as the mean value of the normal distribution in each grid. In

order to calculate the standard deviation of this distribution, we extracted a set of

measured values for each MOZAIC flight within each DAO grid. We then calculated

the variance of RHi from these sets. The annual global mean value of variance (7%)

is used for all the grids. Note since only the in-cloud Ni values are used for radiative

calculation, we assume a minimum RHi (RHimin) in the normal distribution. This

RHimin can be calculated by
∫∞

RHi min
n(RHi)dRHi = CF , in which n(RHi) is the

distribution of RHi and CF is the cloud fraction. We only calculate the Ni when

RHi ≥ RHi min is satisfied. This is explained in Figure 5.6. The shadowed region of

n(RHi) is assumed to be the in-cloud n(RHi).
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Figure 5.6: Treatments of in-cloud relative humidity variation in the DAO simulation
and the CAM simulation. The shadowed region denotes the in-cloud
fraction of RHi or w.

In the CAM simulation, the output large scale RHi is after the relative humidity

adjustment in which the vapor above the supersaturation is converted to ice water.

Therefore, for the grids where cirrus clouds are present, the values of large scale

RHi are all close to 100%. We assume this RHi is the starting RHi for an uplifting

air parcel, and calculate the RHi when nucleation commences by the method given

in KL parameterization. We assume the sub-grid variance of RHi is caused by the

sub-grid variation of updraft velocity (w). The efficiency with which aerosol particles

freeze has been shown to strongly link to the dynamical conditions prevailing during

ice formation (Kärcher and Lohmann, 2003), since dynamical processes impact the

temperature and cooling rate (Lynch et al., 2002). Kärcher and Lohmann (2002)

showed that changing the vertical wind speed from 0.1 to 1 m/s can increase the

simulated ice crystal number density by two orders of magnitude. A model study

of cirrus cloud showed that the maximum Ni in a lifting air parcel increases with
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increasing updraft (DeMott et al., 1994). However, the dynamical processes are still

not fully understood (Blyth and Latham, 1993; DeMott et al., 1994). Little correlation

is found between cirrus occurrence and large-scale ascent (Mace et al., 2001), but

the meso-scale variance of updraft velocity could affect the formation of ice crystals.

However, even in the most advanced state-of-the-art GCMs, they are not explicitly

resolved (Haag and Kärcher , 2004; Hoyle et al., 2005).

In the CAM simulation of this study, we use a normal probability distribution

to represent the sub-grid scale variance of w (Chuang et al., 2002). The large scale

vertical velocity is taken as the mean value. The variance of w is assumed to be 0.33

m/s, which makes the mean value of w match that from INCA campaign (Kärcher

and Ström, 2003). Similarly, we also set a minimum updraft velocity for each grid

which can be calculated using the cloud fraction:
∫∞

wmin
n(w)dw = CF . When the

updraft velocity is larger than this minimum value, we assume the Ni calculated

represents the in-cloud value.

Figure 5.7 presents the annual mean grid average RHi between 200mb and 300mb

from the DAO simulation, the CAM simulation and the MOZAIC measurements.

Note the MOZAIC measurements are only available in the routes of major commer-

cial airlines. Clearly after adjustment, the RHi in the DAO simulation is much closer

to MOZAIC RHi. In the CAM simulation, since the direct output of RHi from CAM

simulation is only the RHi in cloud free region, we need the in-cloud RHi in order to

calculate the grid average RHi. We assume the maximum value of RHi calculated for

an uplifting air parcel based on the normal distribution of w represents the in-cloud

RHi. Then the grid average RHi is calculated by

RHi = RHi(in− cloud)× CF + RHi(cloudfree)× (1− CF )
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The results are also shown in Figure 5.7. This RHi from the CAM simulation has

similar pattern as that from MOZAIC and the DAO simulation. But compared to the

DAO simulation, the CAM simulation produces more higher RHi values in tropical

region, which is more resemble to the MOZAIC measurements.
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Figure 5.7: Annual mean large scale RHi between 200 and 300mb before and after
adjustment.

5.2.5 Calculation of ice crystal effective radius (re)

Ni affects the radiative properties of cirrus clouds through modifying the effec-

tive radius of the ice crystals. In warm clouds, the effective radius can be related to

volume mean radius (rv) by: r3
v = kr3

e (Martin et al., 1994). For ice clouds, this rela-

tionship is more complex because most ice crystals are non-spherical particles. There
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are different mathematical expressions for the size spectrum based on observations.

The effective radius which is a measure for the mean size for use in optical depth

calculations has been interpreted in various ways (Wyser , 1998). Most large-scale

models do not take into account the varying size of ice particles, or only parameterize

the effective radius as a function of IWC (McFarlane et al., 1992) or temperature

(Ou and Liou, 1995), or both (Wyser , 1998). In order to facilitate the simulation of

the effects of aerosols on cloud optical properties, we assume there is a similar rela-

tionship between effective radius (re) and the equivalent sphere volume mean radius

(rv). Since rv is a function of the ice crystal number, the re can be modified due to

the change in aerosol particles.

In the derivation of k for crystals, all crystals were treated as hexagonal columns

with length L and width D. The relationship between L and D is defined as (Wyser ,

1998):

L

D
=





1, L < 30µm,

1 + 0.003(L− 30µm), L ≥ 30µm.

(5.1)

To estimate the k value, we assume the ice crystal spectrum is a combination of

a Γ distribution for small particles up to 20µm and a power-law distribution for the

larger particles (Wyser , 1998):

n(L) = AMnx(L) (5.2)

where

nx(L) =





Lν exp(−λL), L ≤ 20µm,

αLB, L > 20µm,

(5.3)

α is chosen to make n(L) continuous at 20 µm. ν = 3, λ = 0.3µm−1.

B and AM are calculated by

B = −2 + 10−3 (273− T )1.5 log10

(
IWC

IWC0

)
(5.4)
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and

A−1
M = IWC−1

∫
ρ(L)V (L)nx(L)dL (5.5)

in which IWC0=50g/m3, V (L) = 3
√

3
8

D2L.

We calculated re and rv using different sets of T and IWC by

re =
1

2

∫
D2Ln(L)dL

∫
(D2L)

2/3 n(L)dL
(5.6)

and

rv = 3

√
3IWC

4πρiNi

(5.7)

where Ni =
∫

AMnx(L)dL.

We calculate k = r3
v/r

3
e for different values of temperature and IWC. Then k

value can be regressed as a function of T(K) and IWC(g/m3):

k = exp(a + b(T − 240) + c ln(IWC)) (5.8)

where

a = −3.15393

b =




−0.03387 (T ≤ 240K)

0 (T > 240K)

c =




−0.14738 (IWC ≤ 1g/m3)

0 (IWC > 1g/m3)

The k values from detailed calculation and from the parameterization are shown

in Figure 5.8. The parameterization captures the main pattern of k from detailed

calculation quite well in the given T and IWC range.
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Figure 5.8: k from simulation and from parameterization. The unit for IWC is g/m3.

5.2.6 Radiative transfer model

Both shortwave radiation and longwave radiation are calculated in this study.

The shortwave code is based on Grant et al. (1999), and the longwave code is based

on Chou (1990). In the shortwave radiation package, Raleigh scattering, absorption

by ozone, water vapor and other absorptive gases, and aerosol and cloud scattering

extinction are considered. For ice clouds, the optical depth, single scattering albedo,

and asymmetry factor are parameterized as a function of ice cloud effective radius

(Ebert and Curry , 1992). The longwave radiation package includes absorption by

H2O, CO2, CH4, CFCs, as well as aerosol and clouds scattering extinction. The

optical depth, single scattering albedo, and asymmetry factor at different wavelengths

are also parameterized as a function of cloud effective radius (Chou, 1990). The

cloud overlap scheme used is the maximum-random overlap scheme (Feng et al.,

2004), i.e., the continuous cloud layers are assumed to be maximally overlapped,

while discontinuous cloud layers are randomly overlapped.

5.2.7 Summary of cases

In summary, we use two sets of aerosol and meteorological fields, which are called

as the DAO simulation and the CAM simulation. For the DAO simulation, the
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LP nucleation parameterization method is used. For the CAM simulation, the KL

parameterization and LP parameterization methods are used for calculating Ni. In

the CAM-LP simulation, we use RHi sub-grid scale distribution derived from KL

method.

Four aerosol emission scenarios are used for the forcing calculation. In the first

scenario, only emissions for natural source aerosols, including natural sulfate, nat-

ural soot, and dust particles, are used in the IMPACT model to calculate aerosol

number concentration and for Ni estimation. In the second scenario, we add the

anthropogenic sulfate aerosols. So the difference of the TOA flux between these two

simulations is a measure of the anthropogenic sulfate forcing. In the third scenario,

emissions for anthropogenic soot particles surface sources are added in the simula-

tion. In the fourth scenario, soot particles caused by aircraft emission are included.

So difference between scenario 2 and 3, between scenario 3 and 4, give the indi-

rect forcing due to the anthropogenic soot from surface source and aircraft source,

respectively.

5.3 Simulation of Ni and re

5.3.1 Zonal mean and 200mb Ni and re

The number concentrations of in-cloud ice crystals directly affect the ice crystal

size in our simulation. They also provide information on which nucleation modes

are more important. In Figure 5.9, we show the zonal mean values of in-cloud

Ni calculated in the DAO simulation, the CAM-KL simulation and the CAM-LP

simulation for scenario 4, which represents the present day emissions. Ni at ∼200mb

level is also shown. Note hereafter in this chapter all the results are 4-month (Jan,

Apr, Jul, Oct) average values.
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Figure 5.9: Zonal mean (left) and 200mb (right) in-cloud ice crystal number concen-
tration cm−3 from three simulations.
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Three simulations have similar Ni values below 200mb. Typical values at these

regions are 0.5∼5 cm−3. Simulations show very clear difference of Ni between NH

and SH mid-latitudes, indicating that human activities have already modified the

properties of cirrus clouds at high altitude. Ni from the CAM-KL simulation and

the CAM-LP simulation is very close, indicating the good agreement between the

KL parameterization and the LP parameterization. At 200mb, Ni values from the

CAM simulations are larger and could reach above 10 cm−3. These large values of

Ni can also be found in lower altitude at south polar region. However, we do not see

these large values in the DAO simulation.

The zonal mean effective radius results are shown in Figure 5.10. Note that re

is calculated by rv and the coefficient k as given in Equation 5.8. The two CAM

simulations have smaller re than the DAO simulation in the tropical region. Again,

all the simulations show the difference between NH and SH, with larger re in SH. re

does not only depends on Ni, but also affected by the IWC in clouds.
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Figure 5.10: Zonal mean and 200mb in-cloud ice crystal effective radius from three
simulations.

5.3.2 Fractions of different nucleation modes

To better understand the pattern of Ni shown above, it is necessary to learn the

relative importance of different ice nucleation modes. Figure 5.11 shows the zonal
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mean fraction of ice crystals formed though homogeneous nucleation, immersion

nucleation and deposition nucleation from the three simulations. In the CAM simu-

lations, homogeneous nucleation is important only at very high altitudes (∼100mb)

in tropics and at south polar region. These regions have lowest temperature and high

RHi. In addition, the heterogeneous IN concentration at this level is low. So the

competition of water vapor by the heterogeneous nucleation is not important. Since

homogeneous nucleation generally produces more Ni than heterogeneous nucleation,

we can see high Ni values at this level (shown in Figure 5.9). In the DAO simulation,

the homogeneous nucleation is not important for most regions. This is probably

because the PDF RHi used in this study does not resolve high values of RHi very

well. In most other regions, immersion freezing is the main nucleation mode. And

with the increase of soot number concentration, the immersion nucleation fraction is

more important at lower altitude. When the LP parameterization is used, deposition

nucleation becomes more importance at low altitudes. Dust concentrations decrease

with altitude very rapidly, therefore deposition nucleation on dust particles is very

small above 200mb.

5.3.3 Probability distributions of Ni and re

By counting the number of occurrence, we can calculate the frequency distribution

of different Ni and re values in cirrus clouds. Figure 5.12 presents such a frequency

distribution of Ni and re for both pre-industrial (scenario 1) and present day (scenario

4). Compared to two CAM simulations, the DAO simulation has smallest Ni and

corresponding largest re. The single mode distribution and the absence of large values

of Ni indicates the lack of homogeneous nucleation in this run.

Ni distribution from the two CAM simulations has two modes. The small mode
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Figure 5.11: Zonal mean and high altitude (∼200mb) global view of fractions of ho-
mogeneous nucleation, immersion nucleation and deposition nucleation
from three runs.



162

is associated with the heterogeneous nucleation while the large mode is associated

with the homogeneous nucleation. The distribution of Ni has most values in the con-

centration range 0.1∼10 cm−3. This range of Ni can be explained by the mesoscale

variability of vertical air motion, because synoptic-scale updrafts affect low con-

centration regime (< 0.1 cm−3) and convection mostly cause a maximum in high

concentration regime (> 10 cm−3) (Kärcher and Ström, 2003). The CAM-KL simu-

lation and the CAM-LP simulation have similar distributions for both pre-industrial

scenario and present day scenario, although the CAM-LP simulation has more large

ice crystals.

A large portion of ice crystals has small size (r < 20µm) in the CAM simula-

tions. This high number densities of small ice crystals has been observed in the

INCA experiments (Kärcher and Ström, 2003). However, this is not observed in the

DAO simulation, which may indicate the underestimation of high Ni values in this

simulation.

By comparing the distributions for pre-industrial and present day, we can see

the modification of Ni and re distributions by anthropogenic aerosols. The detailed

discussion on this modification will be presented in section 5.4.4.

5.3.4 Comparison to measurements

The microphysical properties of cirrus clouds have been studied by using satellite

(Ou et al., 1998), ground-based remote sensing (Intrieri et al., 1993; Mace et al.,

1998), and in-situ measurements (Ovarlez et al., 2002; Marenco et al., 1998). How-

ever, there are not many measurements available that have attempted to quantify

the ice crystal number in the cirrus clouds. Even for the available measurements of

Ni, they have been made with a variety of instruments for which the modes were not
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tive radius, calculated from DAO, CAM-KL, and CAM-LP simulations.
Both PI (Scenario 1) and PD (Scenario 4) are shown.
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always well defined, and the temporal and spatial scatter of observed values is large

(Meyers et al., 1992). Dowling and Radke (1990) summarized the microphysical data

of cirrus from a wide number of projects before 1990. They found the crystal number

densities ranging from 10−4 to 104/L, which were widely scattered.

In Table 5.3, we summarized measurements of ice crystal number concentration in

cirrus clouds published since 1990. We also compared these numbers with the results

from our three simulation simulations. We note this is only a rough comparison due

to the difference in time and spatial resolution between the modeled and measured

values.

Ni values from our three simulations are close, and they are well within the

range of most measurements. In the two sites where INCA measurements were

taken, our simulated Ni shows a clear difference between the NH site, where the

air traffic and other human activities are dense, and the relatively clean SH site.

And the mean values are close to that from INCA experiments. Comparison of

simulated re to the measurements is more difficult. In Table 5.4, we summarized the

in-situ measured values of re reported in recent years. The calculated values in our

simulations are also shown for comparison. The re values from the simulations are

smaller than the measured values, which could be due to several possible reasons.

First, the underestimation of IWC or the overestimation of Ni in the model could

cause smaller re. Second, the relationship between re and rv is derived from assumed

size distribution, which may not applicable to globe. Third, as we mentioned before,

our calculation is tend to estimate the properties of ice crystals in the young cirrus

clouds. During the aging of clouds, ice crystals could aggregate to larger particles,

which could be detected in measurements but not represented in our simulations.
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5.3.5 Sensitivity tests

As we mentioned before, the RHi is a key parameter that determines the nucle-

ation modes and the value of Ni. The difference of Ni patterns obtained from the

DAO simulation and the CAM simulations is probably due to different representa-

tions of sub-grid scale variations of RHi. In the CAM simulations, this variance is

caused by the sub-grid scale variance of updraft velocity w, which is denoted using a

normal probability distribution. This variance was set to make the mean value of w

is the same as that from the INCA observations. However, INCA observations were

only made in two sites in mid-latitude of NH and SH at local autumn. The variance

of w obtained from these measurements may not be able to represent the global dis-

tribution of w. In addition, the use of a normal probability distribution of w is only

a simplification. In the following sensitivity test, we reduced the standard deviation

of the normal distribution of w from 33 cm/s to 10 cm/s to see how this change

of dynamics would change the Ni simulated. In the DAO simulation, the sub-grid

variation of RHi is directly represented by using a mean variance value based on the

MOZAIC data. However, this uniformed value may underestimate the RHi varia-

tion in some grids. So in a sensitivity test, we increase the value of this uniformed

variance from 7% to 14% to evaluate the sensitivity of Ni to this parameter.

The zonal mean Ni from these sensitivity tests are shown in Figure 5.13. With

the decrease of w variance, the occurance of large in-cloud RHi values obtained from

KL parameterization decreases. This decreasing in RHi reduces the Ni formed by

homogeneous nucleation and heterogenous nucleation. Due to the small RHi, the

occurrence of homogeneous nucleation is largely inhibited. Therefore, the large Ni

values in high altitude and south pole region which can be seen in the base case

CAM runs, are not available in the sensitivity test.
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The increase of RHi in the DAO simulation can increase Ni formed by immersion

nucleation. Potentially, this increase of RHi could also increase the fraction of homo-

geneous nucleation. But the large Ni values in high altitude and south polar region

are still not seen in this sensitivity test.
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Figure 5.13: Zonal mean Ni calculated in the sensitivity test simulations. (a) Use
standard deviation of w distribution = 0.1 cm/s instead of 0.33 cm/s
used in the CAM-KL simulation. (b) Use the variance of RHi = 14%
instead of 7% used in the DAO simulation.

5.4 Effect of anthropogenic aerosols on cirrus clouds and
radiative flux

5.4.1 Effect of anthropogenic sulfate

Figure 5.14 shows the zonal mean change in Ni due to addition of anthropogenic

sulfate aerosols and the zonal mean TOA radiative flux change (i.e. the anthro-

pogenic sulfate forcing) calculated from the DAO simulation and the CAM simula-

tions using the KL parameterization and the LP parameterization. The global mean

values of the forcing are listed in Table 5.5.

In the CAM simulations, large changes in Ni are found at high altitudes (higher

than 200mb) and in polar regions. These regions have lowest temperature (see Fig-
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Figure 5.14: Anthropogenic sulfate effect on cirrus clouds and climate. Top two plots
show the in-cloud ice crystal number change (cm−3). Bottom two plots
show the SW, LW and net forcing of anthropogenic sulfate (Wm−2).

ure 5.4). The variance of w which is related to small-scale temperature fluctuations

(Hoyle et al., 2005) causes high values of RHi in these regions. So in these regions

homogeneous nucleation which requires RHi greater than ∼160% dominates. Al-

though homogeneous nucleation is not very sensitive to the aerosol properties, the

large change in sulfate number concentration does increase the number of ice crystals

in these regions.

This change of Ni due to anthropogenic sulfate affects both the SW and LW

radiation. Since in most regions, Ni increases when industrial emissions are added

to the PI emissions, the TOA SW forcing is generally negative while the TOA LW

forcing is positive. The largest forcing values, both SW and LW, are in the tropics.

This is because the low temperature and high RHi in these regions cause homogeneous

nucleation to dominate in this region. Also, the cirrus cloud fraction is high in

these regions and the solar incident radiation is high causing large changes in the

SW flux by a small perturbation to Ni. The sensitivity of the LW flux to Ni is
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also large due to the large difference between the cloud temperature and surface

temperature. The net forcing is mainly determined by the LW forcing, due to the

high altitude of cirrus occurrence. However in some tropical regions (not shown),

the SW forcing dominates, probably due to the larger thickness of cirrus clouds

there. The meteorological parameters are dominant in determining the forcing of

anthropogenic sulfate, so that it is difficult to see correlation between the forcing

and anthropogenic sulfate aerosol concentrations.

In the DAO simulation, high RHi which is not large enough for homogeneous

nucleation to occur in most regions. Therefore, the Ni change due to the addition of

anthropogenic sulfate is small. The forcing has the similar pattern to that from two

CAM simulations, i.e., large values are in the tropical region. However, the value of

the forcing is much smaller.

Homogenous nucleation has been viewed as insensitive to aerosol concentration.

Our simulations show that the global mean anthropogenic sulfate net forcing is less

than 0.1 Wm−2. The use of KL parameterization and LP parameterization in the

CAM simulations produces similar forcing patterns and values. The difference of

global mean forcing values from these two methods are within 50%.
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Figure 5.15: Four month (Jan, Apr, Jul, Oct) average TOA net forcing (Wm−2)
from (a) anthropogenic sulfate, (b) anthropogenic soot from surface
sources, and (c) aircraft generated soot, calculated from the CAM-KL
simulation.
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5.4.2 Effect of anthropogenic soot from surface sources

Soot particles can act as heterogeneous IN and increase the Ni from immersion

nucleation. They can also decrease the RHi and thereby decrease the Ni from homo-

geneous nucleation (negative Twomey effect (Haag and Kärcher , 2004)). The relative

importance of these two effects is largely affected by the available water vapor. As

a result, our simulations show a different pattern of anthropogenic soot forcing (see

Figure 5.15). We first discuss the effect of anthropogenic soot from surface sources.
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Figure 5.16: Effect of anthropogenic soot from surface sources on cirrus clouds and
climate. Top two plots show the In-cloud Ni change (cm−3). Bottom
two plots show the SW, LW and net forcing of soot from surface sources
(Wm−2).

Homogeneous nucleations is important in the clouds that form between 100 and

250 mb and in polar regions. Heterogeneous nucleation dominates in the clouds that

from between 250 and 500 mb. Therefore in the CAM simulations, as shown in

Figure 5.16, adding anthropogenic soot from surface sources decrease the Ni in the

high cirrus clouds, i.e., the negative Twomey effect dominates. While in low cirrus

clouds, anthropogenic soot tends to increase the Ni, i.e., the positive effect dominates.
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The patterns of both SW and LW forcing are influenced by the relative importance

of these two effects. In most tropical regions and in the SH polar region, the decrease

of Ni by the addition of heterogeneous IN is more important so that the SW forcing is

positive and LW forcing is negative there. In other regions, heterogeneous nucleation

is already dominant in the pre-industrial simulations so an increase of Ni occurs when

soot aerosols are added. In these regions the SW forcing is negative and the LW

forcing is positive. We also note the negative effect in the CAM-LP simulation is

weaker than that in the CAM-KL simulation. Because LW forcing is dominant for

cirrus clouds, the net forcing pattern is similar to that of the LW forcing, i.e., negative

in tropical areas and SH polar region, and positive in other areas. The global mean

net forcing is 0.335 Wm−2 for the CAM-KL simulation and 0.547 Wm−2 for the

CAM-LP simulation. Moreover, the regional values (either positive or negative) are

large enough to compare other anthropogenic forcings. The largest forcing values are

in the NH mid-latitudes, where the anthropogenic soot concentrations from surface

sources are high. This shows the spatial difference that human activities affect cirrus

clouds and radiation.

In the DAO simulation, the increase of Ni from immersion nucleation by addition

of anthropogenic surface source soot is dominant because the RHi is low and the

homogeneous nucleation is not important in most regions. This is true even for the

high altitude region where the LW effect is large because of the low temperature.

Due to the high cloud fraction and high solar incident radiation, the SW forcing

shows clear latitudinal difference. Tropical region has largest SW forcing value. LW

forcing is also largest in tropics, but this is mainly due to the high altitude and cold

temperature of the cirrus clouds in this region. The combined effect is the dominance

of LW warming effect in most area. Note since there is almost no ‘negative Twomey
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effect’ in tropics, the forcing value from the DAO simulation is larger than those

from the two CAM simulations.

5.4.3 Effect of aircraft generated soot

Aircraft emissions add more soot particles to atmosphere in the upper tropo-

sphere. These particles are coated with sulfuric acid and are very good heteroge-

neous IN. Model results by Hendricks et al. (2005) showed that the modifications

induced by aircraft soot particles can change the annual mean zonal average Ni at

northern mid-latitudes by 10% to 40%. Our global simulation shows that this effect

is determined by the relative importance of nucleation modes and by the number

concentration of aircraft generated soot.
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Figure 5.17: Effect of soot from aircraft on cirrus clouds and climate. Top two plots
show the In-cloud Ni change (cm−3). Bottom two plots show the SW,
LW and net forcing of soot from aircraft (Wm−2).

In addition to the large increases of Ni in the NH at mid- to high latitudes,

the addition of soot from aircraft causes a decrease in Ni at high altitudes where

homogeneous nucleation is important. However, this effect is much weaker compared
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to that due to anthropogenic soot from surface sources. Figure 5.17 shows that there

are large changes of Ni and large forcings are in the NH mid- and high latitudes, where

aircraft emissions significantly increase the soot concentrations at high altitude. The

global annual mean forcing is 0.100 Wm−2 (CAM-KL simulation) and 0.131 Wm−2

(CAM-LP simulation), which is smaller but comparable to the forcing due to the

anthropogenic soot from surface sources.

Compared to the two CAM simulations, the change of Ni and the radiative forcing

of aircraft generated soot from the DAO simulation are similar in high latitudinal

regions. However, due to the dominance of heterogeneous nucleation, the increase of

Ni by adding the aircraft soot is the main effect. So there is no negative forcing in

tropics as in the CAM simulations. The global mean value of net forcing from the

DAO simulation is 0.079 Wm−2.

5.4.4 Discussion

Anthropogenic aerosols affect cirrus cloud properties and radiative balance dif-

ferently depending on the aerosol species, nucleation modes for pre-existing clouds,

and the concentration of anthropogenic aerosols. Figure 5.18 shows the Ni and re

probability of occurrence calculated by using different parameterizations and differ-

ent emission scenarios. This change in the spectral distribution gives us an idea on

how different anthropogenic aerosol species modify the properties of cirrus clouds.

In the DAO simulation, since homogeneous nucleation does not dominate, the in-

creasing of sulfate due to human activities does not change the Ni and re distribution

much. The addition of anthropogenic soot from surface sources obviously increases

the occurrence of large Ni and and smaller re, so does the soot from aircraft emis-

sions. For the soot from surface sources and from aircraft emissions, the former has
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larger effect. In the CAM simulations, because homogeneous nucleation is important

in some regions in the PI emission scenario, the addition of anthropogenic sulfate

which act through homogeneous nucleation increases the nucleation of ice crystals in

the large mode. However, this change does not affect the nucleation of ice crystals

formed through heterogeneous nucleation, i.e., the small mode. The addition of soot

particles has two effects. In regions in which homogeneous nucleation dominates,

an increase in heterogeneous IN decreases the RHi and inhibits the formation of

ice crystals through homogeneous nucleation (negative effect). This can be seen in

Figure 5.18 which shows that in scenario 3 the occurrence of particles in the large

mode decreases. In the regions where the heterogeneous nucleation dominates, the

increase in soot particles increases Ni (positive effect). So the small mode in the Ni

distribution moves to larger Ni. The combination of these two effects narrows the Ni

and re distributions.

Since the change of cirrus clouds and radiative properties due to anthropogenic

emissions largely depends on which nucleation mode is dominant, the estimation of

pre-industrial IN in the upper troposphere is very important. The transition from

homogeneous to heterogeneous nucleation occurs over a narrow range of soot con-

centrations (Gierens , 2003), so that the IN calculated in the PI emissions determines

the dominance of different nucleation modes, thereby affecting the effect of adding

anthropogenic aerosols.

In summary, the global pattern of TOA forcing due to anthropogenic aerosols is

a result of several factors, including the PI aerosols, anthropogenic aerosols, cloud

dynamics (w), cloud microphysics (T, RHi), cloud fraction (CF), solar incident radi-

ation, etc. Each of them individually can not explain the whole pattern.
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Figure 5.18: Change of normalized distribution of ice crystal number concentration
and effective radius, calculated from DAO, CAM-KL, and CAM-LP
simulations.
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Table 5.5: Global mean TOA indirect radiative forcings by anthropogenic aerosols
calculated in DAO, CAM-KL, and CAM-LP simulations. The unit of the
forcing is Wm−2.

DAO CAM-KL CAM-LP
Anthropogenic Net 0.004 0.055 0.087
sulfate forcing SW -0.014 -0.190 -0.129

LW 0.018 0.245 0.216
Anthropogenic Net 2.349 0.335 0.547
surface source SW -5.182 -0.111 -0.615
soot forcing LW 7.531 0.445 1.163

Aircraft Net 0.102 0.100 0.131
generated soot SW -0.405 -0.147 -0.194

forcing LW 0.084 0.508 0.325

5.5 Summary and conclusion

In this chapter, we calculated the global scale ice crystal number concentrations

Ni from the nucleation process. During the simulation, two sets of meteorological

field, one from data assimilation (DAO), one from a GCM (CAM), are used together

with a chemical transport model to estimate the number concentration of sulfate,

soot from surface sources, aircraft generated soot and dust particles. We then used

two ice nucleation parameterization methods (the KL method and the LP method)

to calculate the in-cloud Ni.

Our Ni results from simulations agree well with the measurements. There are dis-

tinct difference of Ni between NH and SH mid-latitudes, indicating the anthropogenic

effects on the high cirrus clouds. The two parameterization methods produced similar

results of Ni and re. High values of Ni from the CAM simulation are found between

100mb and 200mb, as well as in the south polar region. These high Ni are mainly

formed by the homogeneous nucleation. These high values of Ni are not found in the

DAO simulation.
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Our results show the immersion nucleation is the dominant mechanism to form ice

crystals in most regions in upper troposphere. Homogeneous nucleation is important

at very high altitude in tropics and at south polar region. Deposition nucleation is

not important in the regions where cirrus clouds occur.

Our simulations also show that the results from the CAM simulations using two

different parameterization methods are very close. Both methods are able to repre-

sent the competition between homogeneous nucleation and heterogeneous nucleation.

Both methods demonstrate the positive indirect effect and the negative indirect ef-

fect.

The net TOA forcings are dominated by LW radiation changes in most regions

and have positive global annual mean values. Therefore, the net climate effect of

anthropogenic aerosols on cirrus clouds is to warm the surface. The sequence of

the global annual mean TOA net forcing for three anthropogenic aerosol species

is: F(anthropogenic soot from surface sources) > F(soot generated by aircraft) >

F(anthropogenic sulfate).

The anthropogenic sulfate increases the Ni from homogeneous nucleation, thereby

decreasing the re. In the regions where heterogeneous nucleation is dominant, the

change of cloud radiative properties due to anthropogenic sulfate is small.

Anthropogenic soot particles have two effects on the icy crystal formation and

climate. In the regions where heterogenous nucleation dominates, the increase of ice

nuclei increase the ice crystals due to immersion nucleation (positive effect). On the

other hand, in the region where homogeneous nucleation dominates, the increase of

heterogeneous ice nuclei could limit the maximum supersaturation and prevent or

inhibit the occurrence of homogeneous nucleation. Since homogeneous nucleation

generally produces much larger numbers of ice crystals, this effect could decrease the
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occurrence of large Ni values (negative effect). This negative Twomey effect occurs

in some tropical regions and polar regions. The negative effect tends to remove the

large mode in the Ni occurrence distribution, while the positive effects decreases the

occurrence of small Ni values.

The forcing patterns are a result of the aerosols and meteorological parameters.

The anthropogenic sulfate forcing is mainly determined by the temperature, cloud

thickness, and solar incident radiation. The pattern of forcing has only a small

correlation with anthropogenic sulfate aerosols. The forcing from anthropogenic

soot (including that from surface sources and aircraft sources) also depend on the

meteorological fields since they determine whether or not homogeneous nucleation or

heterogeneous nucleation occurs. However, the pattern of forcing by anthropogenic

soot is mostly determined by the aerosol changes and therefore is more similar to the

anthropogenic aerosol pattern.

Our study was concentrated on the cirrus clouds. Some ice crystals may exist in

the polar boundary layer. These clouds resemble cirrus in terms of physics but are

not assigned to the category of cirrus. They often generate exceptional optical dis-

plays in the Arctic and Antarctic regions (Tape, 1994). Nevertheless, the ice crystal

number concentrations in these low-altitude polar region clouds are still shown in

the above plots. We also note that we only considered clouds with very low tempera-

ture (T<-37 ℃). In the polar regions, ice crystals often exist in warmer mixed-phase

clouds. In these clouds, the condensation freezing nucleation and contact nucleation

modes could be more important than in the cirrus clouds. The coexistence of the ice

particles and liquid particles and possible ice enhancement mechanisms strengthen

the complexity of the cloud properties and their impact on the radiation in mixed

phase clouds. We do not include these clouds in the current study.
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Some other factors may cause an overestimation or underestimation of Ni in our

study. For example, the volume fraction of the sulfuric acid coating to the total

aerosol volume concentration ranges from 21% to 81% (Mohler et al., 2005). There-

fore, some soot particles can act as deposition nuclei instead of immersion nuclei.

However, the aging process and agglomeration of the soot particles are currently not

well understood yet (Hendricks et al., 2004). In addition, we only simulated the

formation process of the ice crystals. A global model with a prognostic equation of

Ni which includes the sinks of the ice crystals is needed to better characterize the

Ni profile in the cirrus clouds. Furthermore, contrail-cirrus is another type of cirrus

that forms by the rapid cooling of aircraft exhaust. When the relative humidity in

the environmental atmosphere exceeds the ice supersaturation, contrail cirrus can be

persistent and exhibit features that are similar to other cirrus. In this study, we only

considered the influence of the soot generated by the aircraft on pristine cirrus.



CHAPTER VI

Conclusions and future work

6.1 Conclusions

The aerosol indirect effect (the modification of climate by anthropogenic aerosols

through changing cloud properties) remains one of the most important uncertainties

in the projection of the future climate. To understand the physical and chemical

mechanisms behind this effect and to reduce the uncertainty in the estimation of the

indirect forcing are essential for both scientists and policy makers.

The aerosol-cloud-climate system is a complex system. The roles of different

aerosol species in modifying cloud properties are different. The aerosol effects on

the climate also depend on the microphysical parameters, dynamical parameters

and radiative parameters. The purpose of this research is to quantify the different

indirect effects caused by anthropogenic aerosols and to provide a guideline for future

measurements and simulations in the study of aerosol indirect effect.

In the first part of this work report, we provided an observational evidence of

the change in radiative forcing due to the aerosol indirect effect. Our study is based

on the observations of aerosol properties, cloud properties and surface fluxes at two

sites which represent a polluted region (SGP) and a clean region (NSA). Stratiform

clouds events that satisfy several criteria were selected. These criteria restricted our

181
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study to the low altitude warm clouds and reduced the uncertainty by excluding

the very thick (or very thin) clouds and the clouds occurring at a time when the

solar incident radiation is very small. In order to calculate the aerosol number

concentration at the cloud base, we screened the cloud events by selecting those in

which the atmosphere below cloud base is well mixed. This criterion is satisfied by

limiting the difference of water vapor mixing ratio at cloud base and at surface to

within 15 %. Two methods were used to calculate the cloud optical depth of the

cloud events we selected. In the first method, the surface measured downward SW

flux was input to a parameterization method (Dong et al., 1997) to derive the cloud

optical depth. This parameterization requires that the surface SW fluxes calculated

from a δ-2-stream radiative transfer model match the observed values. In the second

method, the measured aerosol properties were input to a cloud nucleation parcel

model to calculate the cloud droplet number concentration. The measured cloud

liquid water path enables us to calculate the cloud optical depth from the cloud

droplet number concentration.

We constructed a plot of the relationship between cloud optical depth and cloud

liquid water path to separate the radiative effect due to aerosols and the effect due

to cloud liquid water path. Both methods introduced above showed that the values

of cloud optical depth at the SGP site for a given LWP are systematically larger

than that at the NSA site. The agreement between these two methods indicates that

aerosols can affect the cloud radiative properties and the surface radiative fluxes.

The factors that could explain the scatter in the model simulation, including the

entrainment, the drizzle formation, and the ice formation and splintering, were dis-

cussed. Sensitivity tests were also made to study the uncertainty associated with the

model inputs, including the updraft velocity, aerosol composition, and nitric acid gas
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concentration. All the above discussion and tests suggest that our main conclusions

are not affected. We also used a radiative transfer model to show the difference in

the aerosol properties at the two sites would affect the TAO outgoing radiative flux,

a phenomenon could be seen from satellites.

To quantify how large this aerosol indirect effect would change the global climate,

we used 3-D meteorological fields together with a radiative transfer model to calcu-

late the global first indirect aerosol forcing. We also examined the spatially-resolved

uncertainty in estimates of the first aerosol indirect forcing. The global mean forcing

calculated in the reference case is -1.30 Wm−2. Uncertainties in the indirect forcing

associated with aerosol and aerosol precursor emissions, aerosol mass concentrations

from different chemical transport models, aerosol size distributions, the cloud droplet

parameterization, the representation of the in-cloud updraft velocity, the relation-

ship between effective radius and volume mean radius, cloud liquid water content,

cloud fraction, and the change in the cloud drop single scattering albedo due to the

presence of black carbon were calculated. The aerosol burden calculated by chemical

transport models and the cloud fraction were found to be the most important sources

of uncertainty. Variations in these parameters cause an underestimation or overesti-

mation of the indirect forcing compared to the base case by more than 0.6 Wm−2.

Uncertainties associated with aerosol and aerosol precursor emissions, uncertainties

in the representation of the aerosol size distribution (including the representation of

the pre-industrial size distribution), and uncertainties in the representation of cloud

droplet spectral dispersion effect cause uncertainties in the global mean forcing of

0.2∼0.6 Wm−2. There are significant regional differences in the uncertainty associ-

ated with the first indirect forcing with the largest uncertainties in industrial regions

(North America, Europe, East Asia) followed by those in the major biomass burning



184

regions.

Following the calculation of first aerosol indirect forcing, we considered two

aerosol effects on clouds and climate that are not well known and not well repre-

sented in the current prevailing models.

First, we studied the aerosol indirect effect by an important aerosol component

nitrate, and its counterpart in the atmosphere, HNO3. Different treatments for the

distribution of nitrate in aerosol (DYN, HYB, UPT, EQU) were used to calculate

the cloud droplet number concentration for different representative sites. Compared

to the more accurate DYN method, the HYB method produces very similar Nd. The

UPT and EQU methods tend to underestimate the cloud droplet number concen-

tration. Both nitrate in aqueous phase and HNO3 in gas phase has effect on cloud

nucleation. Most of the HNO3 gas is re-distributed to the fine mode aerosols during

cloud formation. The change of Nd due to nitrate and HNO3 gas is affected by some

properties of the aerosol particles and the atmosphere, including the soluble fraction

of pre-existing aerosol, the pre-existing aerosol concentration, the HNO3 concentra-

tion in the atmosphere, the NO−
3 concentration in the aerosols, and the updraft

velocity. The indirect radiative forcings due to the nitrate and HNO3 at several typ-

ical sites was calculated. Different options for treating the cloud fraction and cloud

liquid water content were used. The nitrate aerosol indirect effect on TOA radia-

tive flux was found to be comparable to that by anthropogenic sulfate in some sites.

Based on the theory that most HNO3 is transferred to fine mode aerosol particles, we

use a substitution method to re-distribute the HNO3 to the aerosol phase according

to the surface area distribution. Then, two parameterization methods (AG3 and NS)

were used together with the re-distributed HNO3 as NO−
3 to approximate the effect

due to HNO3 gas. This substitution method is better in representing the HNO3 effect
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than the original no-HNO3 method.

Second, we investigated the effects of anthropogenic aerosols on cirrus clouds

and global climate. For this simulation, two sets of meteorological field, one from

data assimilation (DAO) and one from a GCM (CAM), were used together with

a chemical transport model to estimate the number concentration of sulfate, dust,

soot from surface sources, and soot generated by aircraft. Two newly developted ice

nucleation parameterization methods (the KL method and LP method) were used to

calculate the in-cloud Ni. Our Ni results from these simulations agree well with most

measurements. There is a distinct difference in Ni between the NH and SH mid-

latitudes, indicating that there are significant anthropogenic effects on high cirrus

clouds. The two parameterization methods produced similar results of Ni and re

when the same RHi was used.

The indirect forcing due to anthropogenic aerosols was calculated using a radiative

transfer model by considering different emission scenarios. Anthropogenic sulfate

increases the Ni from homogeneous nucleation, thereby decreasing re. In the DAO

simulation, since homogeneous nucleation is not dominant, this change is not very

important. The effect of anthropogenic soot, including that from surface sources and

aircraft sources, on Ni is largely affected by the competition between homogeneous

nucleation and heterogeneous nucleation. Therefore anthropogenic soot has different

effect on cirrus clouds in different regions. When homogeneous nucleation dominates,

the addition of anthropogenic soot competes for the vapor and reduces the occurrence

of homogeneous nucleation, thereby decreasing Ni. This negative Twomey effect

occurs in some tropical regions and the south polar region in the CAM simulations.

On the other hand, when heterogeneous nucleation is dominant, the addition of

anthropogenic soot increases the Ni formed by immersion nucleation. This effect
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occurs in most regions in the DAO simulation, and in the regions except some tropical

areas and the south polar region in the CAM simulations.

The indirect radiative forcing of the anthropogenic aerosols on cirrus clouds is

related to the Ni change, but it also depends on other parameters such as cloud

fraction and cloud top temperature. The TOA net forcings are dominated by the

LW radiation change in most regions and have positive global annual mean values.

Therefore, the net climate effect of the anthropogenic aerosols on cirrus clouds is to

warm the surface. The sequence of the global annual mean TOA net forcing for the

three anthropogenic aerosol species is: F(anthropogenic soot from surface sources)

> F(aircraft generated soot) > F(anthropogenic sulfate). The anthropogenic soot

forcing in some tropical regions and the south polar region is negative, which is due

to the negative Twomey effect.

6.2 Future work

For the topics covered in this study, we mainly used off-line calculations and as-

sumed that the number concentrations of cloud droplets (Nd) or ice crystals (Ni) are

only determined by the nucleation process. In the real atmosphere, they are gov-

erned by the equilibrium between the sources and the sinks. The above simplification

does not take account of processes such as coagulation, advection, entrainment, de-

trainment, scavenging, etc. These processes could be included in an on-line GCM

simulation with an explicit treatment of the (Nd) or (Ni). In addition, the use of an

on-line simulation could allow us to track the change of the liquid water content or

ice water content and simulate the second aerosol indirect effect.

As we continuously emphasized in previous chapters, the study of aerosol indi-

rect effect is still in the developing stage. This is demonstrated by three aspects.
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First, there are not enough measurements to provide reliable data and to validate

simulations. Second, the mechanisms in the aerosol-cloud-climate system is not fully

understood yet. Third, the method of simulation needs to be improved. Therefore,

a lot of work is necessary before we can fully quantify this effect. I list several items

among those in the following:

• Chemical effects on nucleation

– Soluble gas effect

– Partially soluble organics on solution effect

– Surface active substances

• Physical effects on nucleation

– Kinetic effect in cloud nucleation

– Representation of in-cloud updraft velocity

• Characterization the aerosol and cloud properties

– Aerosol concentration and size distribution

– Cloud amount and cloud liquid water

– Dispersion of cloud droplets

• Other radiative effects

– Effects on ice clouds and mixed-phase clouds

– BC burning effect

– Convective clouds
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Recently, the chemical effect on aerosol modulation of cloud microphysics has

been addressed (Nenes et al., 2002), specifically, the impact of soluble gases (such as

HNO3 and HCl) and carbonaceous aerosols (including partially soluble and surface

active OC) on the activation of cloud condensation nuclei. Kulmala et al. (1993a) and

Laaksonen et al. (1998) suggested that atmospheric HNO3 could alter the activation

and growth of CCN significantly. In this study, we investigated the effect of HNO3 on

the warm clouds and climate. However, the substitution parameterization method

has not been applied in the global model and more measurements are needed to

examine its performance. The effect of OC has been studied based on the experiments

and parcel models (Facchini et al., 1999; Li et al., 1998). Abdul-Razzak and Ghan

(2004) extended their parametric representation of aerosol activation by including

two mechanisms for surface-active organic compounds that affect aerosol activation:

lowering the surface tension and altering the bulk hygroscopicity of the particles. This

provides an opportunity to study the organic aerosol effect on clouds and climate on

the global scale, although further measurements are needed since the representation

of surface tension in Abdul-Razzak and Ghan (2004) was based on experimental data

considering only particular organic surfactants (Facchini et al., 2001; Li et al., 1998).

Current cloud parameterizations generally rely on the assumption that particles

are at equilibrium with the ambient water vapor concentration until activated as

cloud condensation nuclei. This was not always be appropriate for aerosol popula-

tions existing in the atmosphere. Several kinetic limitation processes can inhibit the

formation of cloud droplets (Chuang et al., 1997; Nenes et al., 2001). Nenes et al.

(2001) showed that the equilibrium assumption leads to an overprediction of Nd by

less than 10% for marine aerosol and can exceed 40% for urban type aerosol. So

future cloud nucleation parameterizations should be matched to simulations which
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consider kinetic limitations.

Most current physically-based cloud parameterizations need to consideration of

the sub-grid scale variation of the updraft velocity. As we stated in Chapter 3, two

methods (TKE and PDF) are generally used. The TKE method uses a single value to

represent the composite effect of the sub-grid variation, which is a simplification and

causes large uncertainty. In addition, the calculation of the TKE may not account

for the other factors that cause a sub-grid variation of the updraft velocity. In the

PDF method, a probability distribution is assumed. However, the shape parameters

of this distribution have not been well determined. More observations, particularly

at high latitudes where cirrus clouds occur, are needed.

As we show in the uncertainty study of the first indirect effect, the characteriza-

tion of aerosols and clouds contributes large uncertainties to the calculation of the

aerosol indirect forcing. Therefore in the future, in order to reduce this uncertainty,

we need to concentrate on the following: Increase the performance the Chemical

Transport Models to provide more accurate aerosol field (This is also important for

the simulation of aerosol effects on cirrus clouds); Develop better parameterizations

of cloud fraction and cloud water content; Better represent the dispersion effect of

the cloud spectra.

In current studies on aerosol indirect effect, more efforts have been spent on the

Twomey effect and the Albrecht effect in stratiform clouds. However the aerosol-

cloud-climate system is so complex that aerosols cloud affect clouds and climate

through different mechanisms. We investigated the aerosol effect on cirrus clouds in

Chapter V. But the uncertainty is still large and more measurements and theoretical

developments are needed. The mixed phase clouds are more difficult to parameterize

because the physical processes are not well known. This could be a very challenging
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but a very interesting area in the study of aerosol-cloud relationships.

Due to its efficient absorption of solar radiation, black carbon (BC) could exert

effects on clouds through different mechanisms (Nenes et al., 2002; Ackerman et al.,

2000). The modification of extinction efficiency by BC has been calculated to be small

(Chen and Penner , 2005). The dynamical response to BC heating and its effect on

cloudiness reduction can be calculated by radiative transfer modules in GCMs. The

heating due to BC absorption can also raise the droplet vapor pressure and inhibit

the activation of CCN (Conant et al., 2002). This effect is more complex. Based

on some assumptions, Conant et al. (2002) extended Köhler theory by including the

solar heating term due to BC absorption. This formula enables us to improve the

current nucleation parameterizations used in global simulations.
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ABSTRACT

AEROSOL INDIRECT EFFECTS ON CLOUDS AND GLOBAL CLIMATE

by

Yang Chen

Chair: Joyce E. Penner

The aerosol indirect effect remains one of the most important uncertainties in

the projection of future climate. Here we first provided an observational evidence

of the change in radiative forcing due to the aerosol indirect effect. Based on the

observations of aerosol and cloud properties, we used a cloud parcel model to estimate

the cloud optical depth at a polluted site and a clean site. We also determined the

cloud optical depth required to fit the surface measured downward SW fluxes. Results

from both methods show that the cloud optical depth is larger at the polluted site

given a value of cloud liquid water path. From this good agreement we concluded

that the aerosol indirect effect has a significant influence on the radiative fluxes.

Then, we used 3-D meteorological fields together with a radiative transfer model

to calculate the global first aerosol indirect forcing. We also examined the spatially-

resolved uncertainty in estimates of this forcing by perturbing the values of each

parameter in the calculation. The global mean forcing calculated in the reference



1

case is -1.30 Wm−2, and the global mean relative uncertainty is 130%. The aerosol

burden calculated by chemical transport models and the cloud fraction were found

to be the most important sources of uncertainty.

We also studied the aerosol indirect effect by nitrate and nitric acid gas. The

indirect effect of nitrate on TOA radiative flux was found to be comparable to that

by anthropogenic sulfate in some places. A substitution method that accounts for

the gas phase nitric acid effect on CCN activation was developed and added to the

cloud nucleation parameterization.

Anthropogenic aerosols may also change the formation of ice crystals in cirrus

clouds, which has effects on both the SW and LW radiative balance of the earth. The

indirect forcing due to anthropogenic aerosols was calculated by a radiative transfer

model using aerosols from different emissions. The results show that anthropogenic

aerosols may have two effects on cirrus clouds: increase in the ice number concentra-

tion (Ni) by increasing the ice nuclei concentration, or decrease Ni by lowering the

maximum supersaturation.


