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Abstract: Improving knowledge of air-sea exchanges of heat, momentum, fresh water, and gases is 
critical to understanding climate, and this is particularly true in high-latitude regions, where 
anthropogenic climate change is predicted to be exceptionally rapid.  However, observations of these 
fluxes are extremely scarce in the Arctic, the Southern Ocean, and the Antarctic marginal seas.  High 
winds, high sea state, extreme cold temperatures, seasonal sea ice, and the remoteness of the regions all 
conspire to make observations difficult to obtain.  Annually averaged heat-flux climatologies can differ 
by more than their means, and in many cases there is no clear consensus about which flux products are 
most reliable.  Although specific flux accuracy requirements for climate research vary depending on the 
application, in general fluxes would better represent high-latitude processes if wind stresses achieved 
0.01Nm-2 accuracy at high wind speed and if heat fluxes achieved 10 W m-2 accuracy (averaged over 
several days) with 25 km grid spacing.  Improvements in flux estimates will require a combination of 
efforts, including a concerted plan to make better use of ships of opportunity to collect meteorological 
data, targeted efforts to deploy a few flux moorings in high-wind regions, and improved satellite 
retrievals of flux-related variables.  
 

Short summary: Air-sea fluxes at high latitudes are critical for evaluating climate processes, but they 
have been sparsely measured in the past and the physics is not yet well understood.   
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1. Introduction  

Summertime sea-ice loss in the Arctic and a rapid collapse of several Antarctic ice shelves have 
caught scientists, as well as the general public, by surprise.  These dramatic changes in ice-cover, and 
the related warming of high-latitude regions, will likely reverberate throughout the physical, ecological 
and social systems of the planet. Predicting the rate and trajectory of polar changes will require 
enhanced collaboration among meteorologists, oceanographers, ice physicists and climatologists; new 
combinations of in situ measurements and satellite remote sensing; and close interaction between 
observers and modelers.  The surface fluxes at high latitudes - the vertical exchanges of heat, 
momentum and material between the ocean, atmosphere and ice - constitute the critical coupling of 
these earth system components and are the focus of enhanced scientific collaborations; they also 
present a serious challenge to improved predictions.    

This paper introduces the unique challenges of determining surface fluxes at high latitudes, defined 
to include the Arctic, Subarctic, Antarctic, and the Southern Ocean. We evaluate the current capabilities 
of direct measurements, remote sensing, and gridded numerical estimations to provide accurate high-
latitude fluxes, and outline from several perspectives the requirements for improved measurements and 
modeling.   Our focus is on ocean-atmosphere fluxes, though we briefly address radiative fluxes over 
high-latitude sea ice.1  More detailed information assembled through the course of our work will be 
available from the US CLIVAR high-latitude surface flux working group web site: 
http://www.usclivar.org/hlat.php. 

High-latitude fluxes differ markedly from those in temperate regions because of ice, frequent high 
wind speeds, low winter temperatures, a large seasonal temperature range, and small-scale spatial 
variability, particularly along ice margins and around leads. Physical understanding gained in temperate 
regions is not necessarily applicable to high latitudes.   The severe high-latitude environment also poses 
logistical challenges.  Capturing an annual cycle in fluxes, for example, requires that instruments 
function through long periods of cold polar darkness, often far from support services, in conditions 
subject to icing. Such constraints are reflected in a relative paucity of standard surface and upper air 
meteorological data and an almost complete absence of moored or free-drifting sensor systems in large 
areas of the polar oceans, particularly those covered with seasonal or multi-year ice.   

While polar surface fluxes are poorly observed, they are critically important for the climate system. 
Figure 1 illustrates the complexity of surface fluxes in high-latitude regions.2  Subtle changes in 
surface fluxes can have profound long-term impacts on environmental conditions in the Arctic and 
Antarctic, which in turn can influence physical processes at lower latitudes.  Even modest errors in our 
estimate of fluxes can impede our ability to understand current climate and to predict likely changes. 

                                                

 
2. Surface Fluxes in High Latitudes 

Wind stress plays a fundamental role in air-sea exchanges since it not only transfers momentum 
from the atmosphere to the ocean surface, but it also influences heat, freshwater, and gas fluxes.  
Therefore many of the issues relevant to momentum fluxes apply more broadly, and we hence begin by 
examining momentum fluxes.  

 
1 We do not consider energy or material fluxes over land surfaces or freshwater fluxes from land to ocean.  The SWIPA 

assessment (Snow, Water, Ice, Permafrost of the Arctic) will soon provide an up-to-date description of surface and lateral 
fluxes and net mass changes of the Greenland ice sheet, and various international organizations have described the needs 
and challenges of measuring carbon fluxes over tundra and terrestrial permafrost regions. 

2  At large scales, horizontal transports of energy, momentum and mass are considered to be small compared to inputs at 
the surface of the ice or ocean (e.g., Dong et al, 2007).   
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a. Momentum Flux 

Standard meteorological instrumentation packages deployed on ships and buoys provide direct 
measurements of wind speed (in m s-1) but not wind stress (i.e., momentum flux, in N m-2).  Direct 
measurement of wind stress requires expensive instruments, frequent maintenance, and careful quality 
control. Direct wind stress measurements are used to calibrate and validate indirect methods that 
estimate momentum fluxes from commonly measured variables such as mean wind speed, and 
temperature.  The indirect methods, known as bulk-flux algorithms (e.g., Fairall et al. 2003), form the 
basis for ocean-surface boundary conditions in virtually all climate and weather models and in 
retrievals of turbulent fluxes from satellite data.  

Most wind-based bulk-flux algorithms have been developed and calibrated for data-rich temperate 
latitudes with moderate winds. In contrast, winds over polar oceans are among the strongest in the 
world (Sampe and Xie 2007).  As illustrated in Fig. 2, the Southern Ocean, the North Atlantic and 
Pacific storm tracks, and high-latitude regions downstream of high orography can have wind speeds 
exceeding 25 m s-1.  Such speeds are rarely observed in temperate regions, and extrapolation of bulk-
flux parameterizations to these wind ranges is highly uncertain.  However, even standard wind speed 
measurements are rare over high-latitude oceans.  Extending the existing network of flux buoys to high 
latitudes has proven difficult, because oceanographic instruments that might provide surface flux 
validation need to withstand high winds and rough seas as well as low temperatures (e.g. Moore et al. 
2008).    

Problems in estimating momentum fluxes at high wind speeds using the bulk formula are further 
compounded in that the dominant physical mechanisms that govern momentum transfer may change as 
winds increase. Strong winds can drive high waves, and wind-wave interactions can alter surface 
momentum fluxes.  For example, a steady wind blowing straight into large swells will generate more 
surface stress than the same wind going with the swells (Bourassa 2006). There is little agreement on 
how this should be modeled (e.g., Bourassa et al. 1999).  Also potentially important at extreme wind 
speeds is sea spray (particularly so for heat fluxes); progress on enhancing bulk algorithms to 
characterize spray contributions continues (e.g., Andreas et al. 2008), but direct measurements of these 
effects remain difficult.   

In the sea-ice margins where ice intermixes with open water, sharp spatial gradients in wind speed, 
surface roughness, air temperature and sea surface temperature (SST) are common. Even the concept of 
the sea-ice margins may lose definition, as large areas of summer sea ice in both hemispheres develop 
extensive leads, polynyas, channels, ponds and holes. These gradients are challenging for flux 
calculations, as bulk methods assume homogeneity of the surface on 100-1000m scales. Sea-ice 
margins are ill-suited for moorings (which survive best in open water) or for ice camps (which require 
solid ice), so remote sensing instruments aboard either aircraft or satellite have served as important 
tools for studying them.  Even so, given the small length scales of the sea ice margins relative to the 
typical pixel size (footprint) of remote sensing instruments, determining instantaneous local fluxes or 
validating average regional fluxes is challenging.   

Over solid sea ice, bulk formulae can be applied to parameterize the momentum flux, using 
modifications to account for the frozen surface (see Brunke et al. 2009). Intercomparison of transfer 
coefficients from different times, locations, and surface conditions is difficult. Flux algorithms (Fig. 3) 
tend to agree for wind speeds between 3 and 14 m s-1 where (not coincidently) data are plentiful. 
However, spatio-temporal variations in fluxes over ice are masked when the only information reported 
consists of regionally or temporally averaged fluxes and averaged wind speeds.  

Because in situ data are sparse, for many applications one must determine how to extrapolate from 
point measurements to obtain regional or global coverage at the desired temporal resolution. In this 
regard, problems in estimating high-latitude fluxes are not remarkably different from those in other 
regions.  Climate researchers and ocean modelers often use gridded flux fields inferred by applying 
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flux parameterizations to numerical weather prediction (NWP) grids of basic physical variables, such 
as surface wind speed. Unfortunately, these NWP products also suffer from the lack of input data. 

Satellite data are widely used to estimate open-ocean momentum fluxes. The sampling from a dual-
swath or wide-swath scatterometer (e.g., QuikSCAT) is sufficient to determine monthly average 
stresses with a random error smaller than 0.01 N m-2 (inferred from Schlax et al. 2001); however, there 
could be a bias related to sampling of the diurnal cycle.  Differences between monthly scatterometer 
observations and data collected from merchant marine ships (Bourassa et al. 2005) are small for regions 
with good ship traffic; however, they are quite different and biased in areas of poor coverage (Risien 
and Chelton 2008; Smith et al. 2009). Consequently, purely in situ products are not recommended for 
high-latitude fluxes or flux-related variables.  The rapid evolution of high-latitude weather systems 
results in poor temporal sampling, even from a wide-swath polar-orbiting satellite such as QuikSCAT.  
Although scatterometer surface coverage is much better at high latitudes, calibration of scatterometers 
for very high wind speeds remains a serious problem due to the paucity of good comparison data for 
wind speeds greater than roughly 20 m s-1 and saturation of the radar return signal during such 
conditions. Such wind speeds are often associated with rain, which modifies retrievals (Draper and 
Long 2004; Weissman et al. 2002; Weissman and Bourassa 2008). For high-latitudes these errors are 
small; however, most of the calibration data are from tropical and subtropical regions. 

b. Energy Fluxes 

The net energy flux is the sum of net radiative fluxes, sensible heat, and latent heat (e.g., Fig.1). 
Radiative fluxes (measured per unit surface area) comprise the shortwave (SW) radiation from the sun 
impinging on the ocean (or ice) surface and the longwave (LW) radiation emitted from the surface and 
by the atmosphere. The latent heat flux is the rate at which energy associated with the phase change of 
water is transferred from the ocean to the atmosphere. Similarly, the sensible heat flux is the rate at 
which thermal energy (associated with heating, but without a phase change) is transferred from the 
ocean or ice to the atmosphere.  

1) Radiative Fluxes 

Most in situ radiative flux data for high latitudes come from land-based radiometer measurements. 
There are almost no observations of radiative fluxes (SW or LW) over high-latitude oceans. The high 
albedo of snow and ice together with the cold and fairly dry atmosphere result in a surface net radiation 
deficit for most months. Cloud cover typically reduces the radiation deficit (Pietroni et al. 2008) by 
absorbing longwave radiation and reemitting some of it back towards the surface; however, the 
characteristics of clouds and aerosols in polar regions that influence surface radiative forcing are poorly 
known (Lubin and Vogelmann 2006).  Pietroni et al. (2008) concluded that differences in longwave 
radiation and net longwave flux occurrence distribution between two Antarctic sites, one near the coast 
and one on the continent, were strongly related to differences in cloud cover. 

Gridded fields of radiative fluxes are derived from satellite data and/or numerical models.  
Estimates of radiative fluxes from different satellite-based products disagree strongly in polar regions 
(Fig. 1 in Wild et al. 2001).  None of the current inference schemes adequately represent influences of 
the pronounced spatial heterogeneity in sea ice conditions.  Several investigators have focused on 
verifying parameterizations of downward longwave (LW¯) radiation using year-round data (König-
Langlo and Augstein 1994); polar summer data (Key et al. 1996); or polar winter/late-autumn data 
(Guest 1998; Makshtas et al. 1999). The parameterization of König-Langlo and Augstein (1994) 
reproduced the observations with root-mean-square (RMS) deviations of less than 16 W m-2.  Liu et al. 
(2005) indicated that the surface downward shortwave radiative fluxes derived from satellites are more 
accurate than those from the NCEP and ECMWF reanalysis datasets, due to the better information on 
cloud properties. The Surface Heat Budget of the Arctic Ocean (SHEBA) project showed that satellite-

 4 



based analysis may provide downward shortwave radiative fluxes to within ~10-40 W m-2 and 
longwave fluxes to ~10-30 W m-2 of surface observations (Perovich et al. 1999).    

Radiative fluxes represented in global climate models (GCMs) also show substantial discrepancies 
in polar regions.  Sorteberg et al. (2007) compared the surface energy budget over the Arctic (70-90°N) 
from 20 coupled models used in the IPCC Fourth Assessment Report with five observationally based 
estimates and output from atmospheric reanalyses.  Fluxes from the models have a large bias, 
maximized over marginal ice zones. Significant underestimates are documented at observation sites in 
cold and dry climates with low LW¯ emission, which implies an excessively strong meridional gradient 
of LW¯ in the GCMs. Iacono et al. (2000) found a substantial increase in the LW¯ at high latitudes in 
GCMs that used improved formulations of the water vapor continuum.   

2) Sensible and Latent Heat Fluxes 

Sensible and latent heat fluxes determine the turbulent transfer of heat (energy) between the 
atmosphere and ocean.  They depend on wind speed, air-sea temperature difference or saturated-actual 
specific humidity difference, and also the atmospheric stability. Like momentum fluxes, they are rarely 
measured directly but are typically estimated from standard meteorological variables using bulk 
parameterizations developed in temperate latitudes.  Thus they suffer from some of the same problems 
as momentum fluxes:  in situ data are sparse and parameterizations questionable.  Furthermore, since 
parameterizations of turbulent heat fluxes are proportional to the square root of the wind stress, biases 
and uncertainties in the stress parameterization result in errors in the turbulent heat fluxes (Kara et al. 
2007). Errors in latent heat flux also affect the freshwater flux, further multiplying the error effects. 

In polar regions, event-driven turbulent fluxes often dominate seasonal or even annual averages; 
storm-driven turbulent heat and moisture fluxes may exceed in magnitude all other terms in a regional 
Arctic surface energy budget.  Polar events include intense mesoscale cyclones (polar lows), 
topographically-forced winds (e.g., Fig. 2 around Greenland and Antarctica), and cold air outbreaks 
from land (or ice) to ocean.  This presents a compound problem since associated clouds and 
precipitation reduce the quality and availability of remotely sensed data. Other difficulties in polar 
regions include: (1) smaller Rossby numbers and so a reduction in scale of circulations leading to 
resolution problems in data assimilation and numerical simulations (e.g., Chelton et al. 2006); (2) in the 
case of cold-air outbreaks over relatively warm ocean, very high sensible heat fluxes (e.g. Shapiro et al. 
1987) that are poorly sampled from satellite and poorly represented in NWP products; and (3) sharp 
spatial gradients in boundary-layer temperature, humidity and stability which can be problematic to 
capture in meteorological analyses.  For example, in the NCEP reanalyses, Fig. 4 shows that over the 
sea-ice (0-30 km) the SST and wind speed are too high, leading to an overestimate in the heat fluxes.  
On the other hand, in the ECMWF operational analyses, just off the ice-edge (40-120 km) the 2-m 
temperature and the 10-m wind speed are both too low, leading to local underestimation of the heat 
fluxes.  

While there exist a plethora of products with sensible and latent heat fluxes (see the summary of 
Smith et al. 2009), most are of very questionable quality at high latitudes (e.g. Kubota et al., 2003).  
Fig. 5 demonstrates that sensible and latent heat fluxes from several widely-used gridded flux products 
are inconsistent on monthly time scales. Even on an annual time scale, atmospheric reanalyses, which 
assimilate data that ought to help constrain the modeled fluxes, can differ substantially. The most 
commonly used product, the first NCEP reanalysis, is not mentioned in the Smith et al. study because 
developers of that product strongly recommend against its use.  The annual net surface flux (sensible 
and latent plus radiative fluxes) averaged over the Arctic Ocean from ERA-40 is 11 W m-2 (Serreze et 
al. 2007), compared to 6 W m-2 from JRA-25: the difference would result in an effective annual change 
in ice thickness of 0.5 m, and it is likely that the actual biases are larger than the differences between 
models.  While this in part reflects differing representations of storms, it also manifests differences in 
parameterization and biases of the input data (Smith et al. 2009).  
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One challenge in using NWP products is that they have generally been provided at much coarser 
grid spacing than the O(10 km) first baroclinic Rossby radius for the high-latitude ocean, and recall that 
atmospheric NWP resolution is typically 8 to 12 grid spaces.  New strategies are beginning to address 
this, either through higher resolution NWP products (Waliser and Moncrieff 2008) or nested 
downscaling within a domain of interest (e.g., Kanamitsu and Kanamaru 2007).  An alternative is to 
allow the ocean transports to constrain the fluxes (e.g. Röske 2006).  The Southern Ocean State 
Estimate (SOSE) is a 1/6o resolution assimilating ocean model that adjusts meteorological variables to 
provide forcing consistent with the assimilated ocean observations (Stammer et al. 2004; Mazloff et al. 
2009). Cerovecki et al. (2009) showed that the adjustments made by SOSE to the control 
meteorological variables tend to reduce the initial biases in heat and freshwater flux estimates (e.g., 
Taylor 2000). The downside of this approach is that model errors may contribute to unrealistic 
adjustments to surface fluxes; therefore the resulting surface fluxes should be evaluated carefully 
before being used for atmospheric applications. 

Satellite-derived turbulent sensible and latent heat flux products are based primarily on application 
of the bulk flux parameterizations using as input satellite observations of wind speed, SST, and near-
surface air temperature and specific humidity.  As is also true for momentum fluxes, the 
parameterizations remain questionable for high winds, since there are few in situ observations 
available.  In addition, satellite atmospheric temperature and humidity retrievals are particularly poor 
for cold conditions (e.g. Jackson et al. 2006; Dong et al. 2009).  Near ice edges and cold land masses, 
atmospheric stability and air-sea temperature differences can differ from open ocean conditions (e.g. 
Fig. 4), and few data exist to confirm the accuracy of satellite retrievals over these relatively small 
scales and under these conditions. SST retrievals are also subject to increased uncertainties in high 
latitudes due to difficulties in discriminating between open ocean, clouds, and ice for infrared 
brightness temperatures, and due to the proximity to ice for microwave retrievals.  

c. Freshwater Fluxes 

Net freshwater fluxes into the ocean are due to precipitation, runoff (including land ice), and 
evaporation (P+RE), which we henceforth refer to as “PE”.  The salinity flux is also proportional to 
“PE”, since salinity is the dilution of (conserved) salt by (non-conserved) freshwater. The evaporative 
moisture flux is the rate, per unit area, at which moisture is transferred from the ocean to the air and is 
proportional to the latent heat flux.  Precipitation, which includes rain and snow, is notoriously difficult 
to estimate in high latitudes. Errors in daily measured precipitation at gauges may reach 100% in 
winter.  Spatial sampling is poor. For example, Serreze et al. (2005) estimate that at a coarse grid cell 
resolution of 175 km, obtaining an accurate assessment of the monthly grid cell precipitation requires 
typically 3-5 stations within the cell, and more in topographically complex areas.  However, for the 
Arctic terrestrial drainage, only 38% of the 175 km grid cells contain even a single station. The 
situation is much worse over Antarctica, the Southern Ocean, and the Arctic Ocean.  

An important factor for ocean freshwater and salinity balances in regions with sea ice is the 
fractionation of water and salt in a process called brine rejection: sea ice is greatly depleted in salt, and 
most of the salt enters the underlying seawater, where it increases the seawater density.  When the sea 
ice melts, the resulting seawater is significantly freshened and hence lighter.  When sea ice, which can 
be thought of as seawater of very low salinity, is transported from one region to another, an advective 
freshwater (and salinity) flux between the regions arises. Ice and brine formation are modulated locally 
by the intermixed areas of open water, organic slicks, new ice, existing bare ice, snow-covered ice, and 
melt ponds; these interact with overlying regions of haze, low cloud, and clear sky, and are also 
affected by sunlight reflection and gaseous deposition (e.g., of mercury).  Subtle changes in heat or 
momentum fluxes cause, and respond to, rapid water phase change.  Thus, the freshwater/salinity flux 
couples to the sensible heat exchange; the coupling depends on the type of ice being formed.   
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Transport of sea ice, particularly the flux out of the Arctic basin via Fram and Davis Straits, 
represents a substantial meridional freshwater flux.  Concurrently, the salt flux into the seawater in ice-
forming regions makes water denser and is therefore a major factor in deep water formation.  Seasonal 
melting of sea ice (as observed in the Arctic) and net erosion of Antarctic ice shelves represent 
substantial freshwater inputs to polar oceans, with potentially significant impacts on deep water 
formation and circulation.  The accurate assessments of sea ice mass balance and of salinity budgets for 
ice-covered seas thus represent important, if indirect, measurements of these high-latitude fluxes. 

Satellite retrievals of freshwater fluxes are uncertain over cloudy, snow- and ice-covered surfaces, 
and it appears that better estimates can be obtained from atmospheric reanalyses (Serreze et al. 2005). 
Alternative sources of high-latitude precipitation include atmospheric reanalyses, and various blends of 
satellite, reanalysis and station data (Huffman et al. 1997; Serreze et al. 2005; Xie and Arkin 1997). 
However precipitation biases in reanalysis fields can be very large (Serreze and Hurst 2000). 

 

d. Gas Fluxes 

Gas fluxes between the atmosphere and ocean are crucially important at high latitudes, particularly 
in the Southern Ocean and subpolar North Atlantic, which have been identified as primary locations of 
ocean uptake of CO2 (e.g., Sabine et al 2004). Gas fluxes are often reported in terms of piston 
velocities, dependent on diffusivities and viscosities, and forced by bulk air-sea effective concentration 
differences (Wanninkhof et al. 2009). To date, only a few campaigns have measured gas fluxes at high 
latitudes, all part of the IPY.  Other efforts, notably those of Miller et al. (1999, 2002) and Skjelvan et 
al. (1999), looked at the annual carbon budget in the Greenland and Norwegian Seas and Baffin Bay.  
While these studies assumed ice to be a barrier to air-sea transfer, subsequent work has indicated that 
brine channels in sea ice may act as a pathway for carbon (Semiletov et al. 2004). This is an active area 
of research (e.g., Delille et al. 2007).   

Given the paucity of in situ observations of gas transfer (or the necessary bulk variables), remote 
sensing is likely to remain the primary source of information. Wind inputs for simple piston velocity 
estimates can be retrieved from satellite data. While piston velocities have usually been parameterized 
in terms of wind speed (much like turbulent heat fluxes), Frew et al. (2004) proposed a relationship 
between gas piston velocities and the mean square slope of cm-scale waves that allows estimations of 
exchange velocities using satellite altimetry (Frew et al. 2007) or scatterometry (Bogucki et al. 2009).  
Transfer velocity algorithms that extend beyond piston velocities require additional inputs (e.g., 
Soloviev et al. 2007).  However, near surface partial pressures of CO2 are still only available as in situ 
observations.  The in situ database for pCO2 for 1970-2007 and a monthly product averaged on a 4 x 5o 
grid are produced by Takahashi et al. (2002, 2007, 2009). Given the very limited number of pCO2 
observations available at high latitudes, the resulting flux errors are likely large, but difficult to 
quantify.  Some exploratory work has been done to estimate oceanic pCO2 from SST and satellite ocean 
color (Wanninkhof et al. 2007). 

 
3. Desired Accuracies:  Present and Future 

In view of the fundamental importance of high-latitude surface fluxes and the challenges inherent in 
measuring them, it is natural to ask how accurate surface fluxes need to be for different applications. 

a. From a climate perspective 

  If the goal is to diagnose long-term climate change by measuring temporal shifts in surface fluxes, 
then needed requirements are stringent and likely unobtainable.   Observed long-term warming trends 
in the ocean from 1993-2003 can be explained by a mean ocean heat gain of just 0.86 ± 0.12 W m-2 
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(Hansen et al. 2005).   For sea ice, a 1 W m-2 flux imbalance equates to 10 cm ice melt in a year, which 
represents a significant fraction of the ice budget.  Basin-scale changes in ocean salinity associated with 
global change correspond to small changes in air-sea freshwater flux on the order of 0.05 psu/decade 
(Boyer et al. 2005) concentrated in the top 200 m.  This is equivalent to a change in liquid P-E of 3 cm 
yr-1.  Similarly North Atlantic freshwater flux anomalies sufficient to slow deep convection (Curry and 
Mauritzen 2005) derive from river runoff and ice melt, and are equivalent to P-E of almost 1 cm yr-1 
over the area of the Arctic and North Atlantic. These climate change signals of O(1 W m-2) for heat and 
O(1 cm yr-1) for freshwater are far below any expected observational accuracy globally or in polar 
regions.  Hence long-term changes in these fluxes are more effectively diagnosed by observing the 
ocean temperature and salinity changes as integrators of heat and freshwater fluxes (e.g., Hansen et al. 
2005; Levitus et al. 2005; Boyer et al. 2005). Unachievable standards should not be a deterrent to 
efforts at improvement:   significant scientific gains could be made if the uncertainty in heat and 
freshwater flux estimates (as crudely estimated by the spread in modern products) could be improved 
by an order of magnitude.  The community should strive to achieve sufficient accuracy to validate and 
select products developed for climate applications.  

b. From an ocean circulation perspective 

Air-sea heat and freshwater fluxes alter the density of water in the upper-ocean mixed layer, and 
these waters then circulate throughout the global ocean transporting heat and freshwater.  At high 
latitudes, surface cooling produces deeper mixing.  Salinity becomes a major or even dominant factor 
where temperatures approach the freezing point. Thus analysis of high-latitude ocean processes 
depends on accurate surface heat and freshwater fluxes, including freshwater fluxes linked to ice 
formation, export and melt.  For example, buoyancy gain by excess precipitation and buoyancy loss by 
ocean heat loss are apparently of comparable importance in estimating Subantarctic Mode Water 
formation, which dominates the upper ocean volumetrically just north of the Antarctic Circumpolar 
Current (Cerovecki et al. 2009).  Calculation of water mass formation rates from air-sea fluxes requires 
accurate and unbiased fluxes.  Using the best available data products, Dong et al. (2007) found that the 
zonally averaged imbalance can be 50 W m-2, and locally, the upper-ocean heat balance can have an 
RMS misfit of more than 200 W m-2 at any given location, and 130 W m-2 in a global RMS-averaged 
sense.  Such large errors make it difficult to discern the details of the upper-ocean heat storage and 
meridional overturning circulation.  If RMS errors could be reduced to 10 W m-2 for weekly to monthly 
time scales, the situation would clearly improve. Achieving such accuracy requires much better 
sampling and a reduction in biases, particularly for high-wind-speed conditions. 

c. From an atmospheric circulation perspective 

High-latitude surface turbulent heat flux anomalies can alter pressure gradients in the atmosphere, 
thus impacting the location and strength of storm tracks.  These impacts are often manifested as 
changes in the large-scale spatial patterns or modes of atmospheric variability that control regional 
climate.  The North Atlantic Oscillation (NAO) is one such climate mode that dominates North Atlantic 
and Arctic variability, and the Southern Annular Mode (SAM) is the primary climate mode in the 
Southern Hemisphere.  Both are largely driven by high frequency atmospheric internal variability or 
storms, and are also sensitive to surface fluxes.  A poleward trend in location of atmospheric circulation 
features associated with the SAM has been detected over recent decades for austral summer (Thompson 
and Solomon 2002).  Even though such a definite shift of NAO variability has not been detected, an 
increase in storm activity in the high Arctic both in winter and summer has been observed (e.g., 
Hakkinen et al 2008, Zhang et al 2008). Turbulent energy fluxes resulting from the opening up of 
previously ice-covered areas of the Arctic are especially large in boreal winter, averaging O(50-70 W 
m-2; Alam and Curry 1997).  Increased turbulent surface fluxes associated with the increased 
storminess-driven changes in sea ice can feed back on the atmospheric flow as shown in modeling 
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(Magnusdottir et al 2004) and observational studies (Strong et al 2009).  The understanding, detection, 
and modeling of these feedbacks would be improved if heat fluxes were accurate to 10 W m-2, with 5-
10 km spatial resolution and hourly time resolution.  This would require much more frequent sampling 
from satellites, increased accuracy in mean values and reduced random errors. 

d. From a sea ice mass balance perspective  

Arctic sea ice is a highly visible indicator of climate change.  The range in recent and projected 
future ice extent and volume from different models remains large, reflected in both initial (20th 
century) and evolving surface energy fluxes. Inter-model scatter in absorbed solar radiation, due in part 
to differences in the surface albedo simulation, is a particular concern (Holland et al. 2009).  When Bitz 
et al. (2006) adjusted sea ice albedo by about 8%, resulting in a change in the net surface shortwave 
flux of about 5-10 W m-2 on the annual mean, the resultant equilibrium state (e.g., with a net flux into 
the sea ice of zero) sea ice was thinner by 1-2 m in the central Arctic and about 0.25 m in the Antarctic.  
Air-sea heat fluxes can also play a role in determining ice thickness:  Perovich et al. (2008) showed that 
solar heating of open water warms the upper ocean sufficiently to erode Arctic sea ice mass from 
below.  Ultimately reduced ice thicknesses feed back on ocean-atmosphere processes by changing the 
conductive, sensible and upward surface longwave fluxes through the ice. 

The formation and presence of ice provokes a step-function change in radiative, heat, momentum 
and gas fluxes (e.g. Fig. 4).  Ice formation and accumulation processes, which can include snow 
refreezing (common in the Antarctic) and vertical migration of frazil ice and dissolution, erosion, and 
break-up processes, remain highly complicated.  These processes can occur on length scales too small 
to be detected remotely or modeled explicitly.  As more stable multi-year ice declines, annual ice 
processes and extent will become increasingly important terms in air-sea interaction and high-latitude 
fluxes. 
 
4. Summary:  Key needs 

We have identified substantial deficiencies in direct measurements, remote sensing, and derived 
flux products at high latitudes.  In essence the problem with surface fluxes at high latitudes can be 
reduced to a single conundrum:  Current gridded flux products disagree, and with limited or no in situ 
observations, there is often no simple strategy for choosing a flux estimate - no specific product can be 
recommended as adequate for high-latitude applications.  One clear result is that the combination of 
large natural variability and poor in situ sampling means purely in situ based products cannot be used 
in high-latitude regions (whether marine or ice-covered). Heat flux, mass flux, and wind stress 
requirements vary depending on application.  Figure 6 summarizes desired flux accuracies for a range 
of applications as a function of time and length scale.   

Concerted efforts to improve the representation of high-latitude fluxes will require a step-by-step 
approach. A first step is to support ongoing efforts to archive and analyze the surface-flux related data 
collected as part of IPY field programs. These programs include Ocean-Atmosphere-Sea Ice-Snowpack 
Interactions (OASIS), the Southern Ocean Gas Exchange Experiment (GasEx3), the Circumpolar Flaw 
Lead (CFL) experiment, Developing Arctic Modeling and Observing Capabilities for Long-term 
Environmental Studies (DAMOCLES), the Greenland Flow Distortion Experiment (Renfrew et al. 
2008) and the Arctic Sea Ice Properties and Processes and Antarctic Sea Ice Project. Many other 
projects will have measured useful bulk meteorological and oceanographic parameters during IPY 
cruises.  One community priority should be a post-IPY effort to identify and compile all the relevant 
bulk and flux measurements that occurred during IPY. 

A second step is to expand field observations. For all types of fluxes, more reference quality flux 
measurements are needed, particularly for high wind speeds, with temperature, wave heights, and 
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rainfall patterns that characterize the full range of high-latitude conditions. Additional observations are 
desired for longwave radiation, clouds, ice extent, and aerosol optical properties.  Ideally, data are 
desired from integrated programs that measure all components of the surface energy balance plus gas 
exchanges. Flux data were collected from the SHEBA ice camp in 1997 to 1998, but necessarily over 
perennial sea ice with only a small surface fraction (a few %) of winter leads (Persson et al. 2002).  By 
the time of IPY 2007-2009, summer ice conditions in the Arctic had become less predictable and less 
reliable for human on-ice deployments, leaving the community in an awkward situation in which the 
summertime Arctic fluxes that were studied through SHEBA (and earlier, similar projects) represent 
conditions that appear less likely to be pertinent for 21st century climate projections.  Antarctic sea ice, 
on the other hand, has not undergone the dramatic changes that the Arctic has; hence, Antarctic archival 
fluxes and parameterizations remain applicable. Significant new data are expected from moorings 
planned at the Agulhas Return Current air-sea flux site, at the flux site south of Tasmania, and through 
the OceanSITES effort at 55oS in the Pacific and 42oS in the Atlantic. 

Although new dedicated field programs are important, funding constraints may force a decrease in 
the number of research or logistics ships operating at high latitudes, at least relative to the peak IPY 
years.  This will require better use of fewer opportunities.  Tourist ship traffic could continue to 
increase, albeit to only a small portion of the Arctic and a minute portion of the Antarctic; however, 
tourist ships cross some interesting straits.  Reference sensors on research vessels and moorings, smart 
sensors on volunteer ships, and autonomous ocean sensors, all coupled to advanced communication and 
data assimilation systems, represent an important step forward.  Progress in meeting the high latitude 
needs will enable better global measurements as well. 

While in situ data are extremely important, the logistical challenges of high latitudes preclude 
blanketing the region with a dense flux observing system.  Thus a third step is to continue to expand the 
use of satellite data. Daily average values from the Moderate Resolution Imaging Spectroradiometer 
(MODIS) instrument onboard the Terra and Aqua satellites (King et al. 1992) have allowed 
development of a new inference scheme to estimate shortwave radiative fluxes (Wang and Pinker 2009) 
that agree well with ground measurements (Fig. 7) over oceanic sites (and better over land).   The 
improvement is very significant in problematic areas for most inference schemes such as the Tibet 
Plateau and Antarctica.  Newly available bi-directional distribution functions (BRDF) models (e.g., 
from CERES or MISER) have the potential to further improve radiative fluxes.  Similarly, the AMSU 
and AIRS atmospheric profilers on Aqua, along with SSMI, have the potential to improve turbulent 
heat fluxes (e.g., Jackson et al. 2006; Dong et al. 2009; Roberts et al. 2009).  The satellite observing 
system could be further enhanced with the strategic launch of a few additional sensors.  For example, at 
least two wide-swath scatterometers are desired for sampling typical extratropical weather systems. 

Finally, continued efforts to improve high-latitude fluxes will require an ongoing effort to untangle 
the complex physical processes that govern air-sea fluxes and to determine how best to parameterize 
these processes from observable variables.  Laboratory experiments can contribute to this effort, 
particularly for limited fetch conditions such as occur within leads in the ice, and results from the IPY 
experiments will improve our understanding, but further dedicated field programs are also likely 
required.   

In recognition of these needs, the authors of this review paper are planning a workshop to be held in 
Boulder, Colorado, in March 2010 that will solicit input from the wider community, with the aim of 
prioritizing efforts. 

Acknowledgements: US CLIVAR funded this working group. We also thank Ed Andreas, Carol 
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Figure Captions 
 
Figure 1. Schematic of surface fluxes and related processes for high latitudes.  Radiative fluxes are 
both shortwave (SW) and longwave (LW). Surface turbulent fluxes are stress, sensible heat (SHF) and 
latent heat (LHF). Ocean surface moisture fluxes are precipitation and evaporation (proportional to 
LHF).  
 
Figure 2.  Frequency of winds exceeding 25m/s for the QuikSCAT observations from July 1999 
through June 2009, based on Remote Sensing Systems’ Ku2001 algorithm. Northern hemisphere 
extreme winds are associated with topography and western boundary currents, and occur in boreal 
winter; southern hemisphere events are more wide spread, and occur year around. The Southern 
Hemisphere storm track is active year round with strong winds, whereas the Northern Hemisphere 
extreme winds are typically in boreal winter. Locations with less than approximately 51% of possible 
observations are plotted as white, thereby excluding some regions with seasonal ice. 
 
Figure 3.  10-m neutral turbulent transfer coefficients (Cd10n, CE10n, CH10n) as a function of 10-m neutral 
wind speed from direct surface-based observations: drag coefficient (top), heat transfer coefficients 
(middle) and CO2 transfer coefficient (bottom).  A percentage error in the transfer coefficient results in 
a similar percentage error in the flux: differences in parameterizations are greatest at low and high wind 
speeds. The black line is the mean of the data sets; the error bars are statistical estimates of the 
uncertainty in the mean.  The parameterizations shown in the top two panels are COARE algorithm 
(red), NCEP reanalysis (green), ECMWF (blue), Large and Yeager (magenta). Symbols on the upper 
two panels are:  circle – U. Connecticut (FLIP, Martha’s Vineyard  Observatory, and moored buoys), 
diamond – U. Miami (ASIS spar buoy), and square – NOAA/ESRL (ships).  The gas transfer 
coefficient parameterizations shown in the bottom panel are: blue dashed line - McGillis et al 2001, red 
dashed line – NOAA/COARE CO2. Gas transfer coefficient coefficients as a function of 10-m neutral 
wind speed from direct surface-based observations.  CO2 panel symbols are:  circle - GASEX98, square 
- GASEX01, diamond – GASEX08 (data courtesy J. Edson, W. McGillis).   
 
Figure 4. Boundary-layer observations of a cold-air outbreak off the east coast of Greenland during an 
instrumented aircraft flight on 5 March 2007. Panels show (top) 2-m temperature (red) and sea-surface 
temperature (blue); (middle) 10-meter wind speed; and (bottom) surface sensible (red) and latent (blue) 
heat fluxes calculated using the eddy covariance method (taken from Petersen and Renfrew 2009) as a 
function of distance. The observations are averaged into 12-km runs (circles). Interpolated estimates 
from ECMWF operational analyses (solid line) and the much coarser resolution NCEP global 
reanalyses (dashed line) are also plotted. The plots show a rapid warming from over the sea ice zone 
(0-30 km) off shore and a jump in wind speed and observed heat fluxes across the ice edge. 
  
Figure 5.  Comparison of oceanic sensible (top) and latent (bottom) heat fluxes from readily available 
products: NCEP2 (blue), JMA (green), ERA40 (purple), IFREMER (red), and HOAPS (cyan). Each 
box shows zonally averaged (0 through 360 degrees) monthly fluxes for the 5th, 25th, 50th, 75th, or 95th 
percentiles. The period for comparison (for which all products are available) is 03/1992 through 
12/2000. Clearly there are very large differences in the distribution of fluxes. Furthermore, there is a 
great deal of regional surface flux variability in all high latitude seas: product differences are greater on 
smaller spatial and temporal scales. 
 
Figure 6.  Spatial and temporal scales for high latitude processes, and the recommended accuracy of 
related surface fluxes.  These accuracies are estimates from a wide range of scientists working on 
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related processes. The accuracy requirements are difficult to determine or validate, as the errors in 
current products are not sufficiently well understood to quantify requirements.  
 
Figure 7. Comparison of the zonal mean downwellng shortwave flux (2004-2004) from four products: 
CERES (Rossow and Duenas 2004); GISS (Loeb et al. 2003; Gupta et al. 2004); UMD/V3.3.1 (Liu and 
Pinker 2008); and MODIS (Wang and Pinker, 2009). Note the relatively large disagreement in the 
northern hemisphere and particularly the arctic latitudes. 
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Figures 

 
Figure 1. Schematic of surface fluxes and related processes for high latitudes.  Radiative fluxes are 
both shortwave (SW) and longwave (LW). Surface turbulent fluxes are stress, sensible heat (SHF) and 
latent heat (LHF). Ocean surface moisture fluxes are precipitation and evaporation (proportional to 
LHF).   
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Figure 2. Frequency of winds exceeding 25m/s for the QuikSCAT observations from July 1999 
through June 2009, based on Remote Sensing Systems’ Ku2001 algorithm. Northern hemisphere 
extreme winds are associated with topography and western boundary currents, and occur in boreal 
winter; southern hemisphere events are more wide spread, and occur year around. The Southern 
Hemisphere storm track is active year round with strong winds, whereas the Northern Hemisphere 
extreme winds are typically in boreal winter. Locations with less than approximately 51% of possible 
observations are plotted as white, thereby excluding some regions with seasonal ice. 
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Figure 3.  10-m neutral turbulent transfer coefficients (Cd10n, CE10n, CH10n) as a function of 10-m neutral 
wind speed from direct surface-based observations: drag coefficient (top), heat transfer coefficients 
(middle) and CO2 transfer coefficient (bottom).  A percentage error in the transfer coefficient results in 
a similar percentage error in the flux: differences in parameterizations are greatest at low and high wind 
speeds. The black line is the mean of the data sets; the error bars are statistical estimates of the 
uncertainty in the mean.  The parameterizations shown in the top two panels are COARE algorithm 
(red), NCEP reanalysis (green), ECMWF (blue), Large and Yeager (magenta). Symbols on the upper 
two panels are:  circle – U. Connecticut (FLIP, Martha’s Vineyard  Observatory, and moored buoys), 
diamond – U. Miami (ASIS spar buoy), and square – NOAA/ESRL (ships).  The gas transfer 
coefficient parameterizations shown in the bottom panel are: blue dashed line - McGillis et al 2001, red 
dashed line – NOAA/COARE CO2. Gas transfer coefficient coefficients as a function of 10-m neutral 
wind speed from direct surface-based observations. CO2 panel symbols are:  circle - GASEX98, square 
- GASEX01, diamond – GASEX08 (data courtesy J. Edson, W. McGillis).   
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Figure 4. Boundary-layer observations of a cold-air outbreak off the east coast of Greenland during an 
instrumented aircraft flight on 5 March 2007. Panels show (top) 2-m temperature (red) and sea-surface 
temperature (blue); (middle) 10-meter wind speed; and (bottom) surface sensible (red) and latent (blue) 
heat fluxes calculated using the eddy covariance method (taken from Petersen and Renfrew 2009) as a 
function of distance. The observations are averaged into 12-km runs (circles). Interpolated estimates 
from ECMWF operational analyses (solid line) and the much coarser resolution NCEP global 
reanalyses (dashed line) are also plotted. The plots show a rapid warming from over the sea ice zone 
(0-30 km) off shore and a jump in wind speed and observed heat fluxes across the ice edge.
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Figure 5.  Comparison of oceanic sensible (top) and latent (bottom) heat fluxes from 
readily available products: NCEP2 (blue), JMA (green), ERA40 (purple), IFREMER 
(red), and HOAPS (cyan). Each box shows zonally averaged (0 through 360 degrees) 
monthly fluxes for the 5th, 25th, 50th, 75th, or 95th percentiles. The period for comparison 
(for which all products are available) is 03/1992 through 12/2000. Clearly there are very 
large differences in the distribution of fluxes. Furthermore, there is a great deal of 
regional surface flux variability in all high latitude seas: product differences are greater 
on smaller spatial and temporal scales. 



 
 

 

Figure 6.  Spatial and temporal scales for high latitude processes, and the recommended 
accuracy of related surface fluxes.  These accuracies are estimates from a wide range of scientists 
working on related processes. The accuracy requirements are difficult to determine or validate, as 
the errors in current products are not sufficiently well understood to quantify requirements. 
 
 
 
 
 
 

  23 



−80 −60 −40 −20 0 20 40 60 80

50

100

150

200

250

300

Latitude(deg.)

R
ad

ia
tio

n 
flu

x 
(W

/m
2 )

 

 

CERES
GISS
UMD/V3.3.1
MODIS

 
 
Figure 7. Comparison of the zonal mean downwellng shortwave flux (2004-2004) from four 
products: CERES (Rossow and Duenas 2004); GISS (Loeb et al. 2003; Gupta et al. 2004); 
UMD/V3.3.1 (Liu and Pinker 2008); and MODIS (Wang and Pinker, 2009). Note the relatively 
large disagreement in the northern hemisphere and particularly the arctic latitudes. 
 

  24 


	1. Introduction 
	2. Surface Fluxes in High Latitudes
	a. Momentum Flux
	b. Energy Fluxes
	1) Radiative Fluxes
	2) Sensible and Latent Heat Fluxes

	c. Freshwater Fluxes
	d. Gas Fluxes

	3. Desired Accuracies:  Present and Future
	a. From a climate perspective
	b. From an ocean circulation perspective
	c. From an atmospheric circulation perspective
	d. From a sea ice mass balance perspective 

	4. Summary:  Key needs

